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Abstract
The field of social human-robot interaction has grown over the past decade to become a

mainstream research topic in robotics, and great advances have been made in many of the
essential technologies required for the realization of robots able to interact with people as
social peers.

Yet, such robots are seldom seen outside of the laboratory, indicating that there are still
limitations preventing the real-world deployment of social robots to provide services in so-
ciety. In this thesis, I will address several key limitations and present a software framework
designed to enable social robots to be deployed in real environments using today’s technol-
ogy.

What I propose is a “Network Robot System” approach, in which environmental sensor
networks and ambient intelligence systems are used to augment a robot’s recognition capa-
bilities for navigational interactions; a human operator is employed to assist a fleet of robots
in difficult recognition or judgment tasks for conversational interactions; and centralized
servers and knowledge resources are utilized to coordinate robots and deliver personalized
services.

Each of the topics addressed in this thesis is grounded in practical experience, and all
of the concepts and elements presented here have been tested not only in the laboratory, but
in experiments and demonstrations of social robots in real public and commercial spaces.
Based on this experience, I present design requirements and working prototypes of each
element in the framework and show several examples of their use in field experiments and
demonstrations of multiple social robots in real public and commercial spaces.
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Chapter 1

Introduction

Robots have always evoked an image of a “mechanical human” - a humanoid machine with
the ability to think, act, and communicate with people. While the image of humanoid robots
as companions, servants, or friends to people is strong in books, movies, and popular culture,
the reality of robots today is quite different. The robots in our world today wield machine
tools in factories, vacuum our floors, collect soil samples on Mars, inspect oil pipelines under
the sea, and drop bombs from above. But they are not social peers.

The growing field of Human-Robot Interaction (HRI) research is investigating the ele-
ments necessary to create robots which can engage with people in conversation and social
interactions, which can take orders, provide advice or information, build trust, express emo-
tions, and be recognized in some capacity as social peers, rather than devices, tools, or
vehicles.

As great progress is being made in the development of elements such as social interaction
models, recognition techniques, and natural language processing, the deployment of simple
social robots to provide services in real commercial situations begins to appear more and
more feasible.

Why, then, do we not yet see social robots in our everyday world?

My objective in this dissertation is to address several of the key limitations which are
holding back the real commercial deployment of social robots. To overcome these lim-
itations, I propose a “Network Robot System” approach, in which environmental sensor
networks and ambient intelligence systems are used to augment a robot’s recognition capa-
bilities; a human operator is employed to assist a fleet of robots in difficult recognition or
judgment tasks; and centralized servers and knowledge resources are utilized to coordinate
robots and deliver personalized services.
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8 CHAPTER 1. INTRODUCTION

1.1 Robots in Society - Potential Applications

1.2 Services

The focus of this work is on “social robots” in the role of peer-type human partners. Po-
tential applications for these robots would thus include services that are typically provided
by people. Fig. 1.1 illustrates a few examples of social robot application concepts we have
demonstrated in field trials. This section will discuss examples of services that could be
performed by social robots.

(a) Giving directions (b) Providing shopping assistance

(c) Taking orders and serving customers (d) Presenting tourist information

Figure 1.1: Examples of social robot applications.

Informational services

Although the physical embodiment of robots might suggest that they would be best suited for
performing physical tasks, the value of robots in performing purely informational services
should not be dismissed.
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The physical presence of humanoid robots in people’s social space gives them a great
advantage over more passive, or “background” media such as posters or virtual agents in
terms of presenting or gathering information.

Furthermore, humanoid robots can provide services in a way that is intuitive and needs
no instruction manual - a humanoid robot can naturally make use of our built-in capabilities
for social interaction which we already use when communicating with other people.

Some examples of informational services could include advertising of goods or services
in a shopping center, answering people’s questions at a convention or other event, soliciting
responses to survey questions, providing public service announcements, or directing people
in emergency situations such as evacuation of a building.

Companionship

Finally, social robots can provide service in the form of entertainment or companionship. In
such situations, the value of the service primarily lies not in the content of the information
provided by the robot, but in the feeling of the person interacting with the robot.

This sort of service has been demonstrated in the form of a robot playing with children
at an elementary school[83], or by a robot accompanying an elderly person through a super-
market, chatting about topics like the weather while they are shopping [78].

Physical assistance

Social robots could provide physical assistance to people, helping them carry bags or gro-
ceries while shopping, or help to carry heavy luggage at an airport. Some studies have
already investigated the use of “intelligent shopping carts” to provide both informational and
baggage carrying services in a shopping scenario[60].

1.2.1 Environments

Some examples of field environments where social robots like these could be deployed in-
clude institutions such as schools, hospitals, museums, shopping malls, elderly care centers,
train stations, supermarkets, airports, and so on.

Each of these locations has different characteristics - spaces such as schools and elderly
care centers contain relatively “closed” communities, where a social robot could engage in
repeated interactions with individuals over the long term and would benefit from having
personal knowledge about individual members. Environments like train stations and super-
markets, on the other hand, are “open” spaces where large numbers of people are constantly
passing through. While there may be many repeat visitors to these places, it might be more
useful for a social robot to be able to identify a person’s needs from their behavior and use
this information to offer services to anonymous visitors.



10 CHAPTER 1. INTRODUCTION

These environments vary in scale as well, from small, enclosed spaces such as a class-
room, to large, open areas like the central corridor of a shopping mall. Tracking and identi-
fication of people can be particularly difficult in these large spaces, if a robot is to rely only
on onboard sensors with limited range.

Additionally, some environments in this list, such as shopping centers, are also highly
changeable. When product displays, signs, and vendor booths are regularly moved around,
map-based tasks such as localization and safety can become extremely difficult for a robot
relying only on onboard sensors.

Noise levels also vary greatly between environments. A busy train station or shopping
mall may have very high levels of background noise, which can interfere with speech recog-
nition.

1.3 Research Challenges

Considering the state of the art in robotics technology today, there are a number of major
challenges which prevent the immediate deployment of social robots in real applications.
In this section, I will summarize some of these challenges and introduce the techniques I
propose for enabling social robots to be deployed in spite of these limitations.

1.3.1 Navigation and Spatial Perception

Mobile robots designed to interact socially with people require reliable estimates of human
position and motion. Social environments can require complex path planning, such as nav-
igation through crowds [176], and even the seemingly simple act of approaching a walking
person can actually be quite difficult, requiring precise tracking of the person’s position while
they are still quite far from the robot [139].

Movement and positioning can also contain implicit information about a person’s inten-
tions, social relationships, mood, and status. A person’s walking speed, trajectory, proximity
to other people, and body orientation can all provide information which can contribute to an
understanding of social context.

Such knowledge could be used by service and communication robots to identify people
who have lost their way or are in need of help, to stay out of the way of people in a hurry,
to identify group leaders for guidance or sales applications, to understand when the robot is
the center of attention and when it is being ignored, to identify booths in an exhibition or
exhibits in a museum that a person has missed, and for many other purposes.

A major impediment to performing such tracking, however, is the fact that on-board
sensors are usually effective only in tracking people close to a robot - limited resolution and
occlusions make it quite difficult to track people at a distance, which is necessary if a robot
is to approach or interact with people walking through any large space.
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In this work, I propose a solution to the issue of accurate tracking, presenting a human
tracking system which uses laser range finders embedded in the environment, rather than
on-board sensors. I will present an algorithm which not only identifies the locations of people
with high precision, but also estimates the direction in which they are facing.

Not only can this approach provide robust tracking of people over a wide area, but I
will also show that as part of an “ambient intelligence" system, it can provide a basis for
modeling and anticipating the behavior of people in a social space, which is a powerful tool
for enhancing the ability of robots to provide services.

1.3.2 Conversation and Uncovered Situations
While ubiquitous sensors and ambient intelligence can provide valuable assistance to the
navigational and spatial perception problems faced by mobile service robots, they are of
little help in assisting robots with the conversational aspects of social interactions.

There are two essential limitations which make the deployment of autonomous conver-
sational robots difficult at present.

The first is speech recognition, which is one of the most essential functions for conversa-
tional interactions, and also one of the most difficult to achieve in real-world environments.
A large field of research has developed to address the problems of speech recognition and
natural language processing, and many commercial products exist for these purposes.

Yet, at the time of this writing, problems such as noise rejection and utterance boundary
detection are still unsolved for noisy spaces such as shopping malls, and this is a particular
problem when using a microphone located on a robot rather than in front of the speaker’s
mouth [153].

In addition to speech, other tasks such as gesture recognition, emotion recognition, gaze
direction tracking, and estimation of interest or intention, can all be useful in social situa-
tions.

The second major limiting factor is the complexity of social situations. Even if a robot
is programmed to handle a great variety of contingencies in an interaction, there is always
a risk that something unexpected will happen, and the robot will be put into an “uncovered
situation” for which it has no ability to react meaningfully.

In this work, I propose the use of a human operator to assist semi-autonomous robots
with difficult tasks such as speech recognition, and also to help the robot recover from errors
and uncovered situations. While many studies have used human operators as a temporary
workaround for problems like these, I propose to consider the operator an essential part of
the system, and to consider the degree of autonomy as a factor when designing social robot
systems, rather than requiring complete autonomy from the beginning. Increasing the level
of robot autonomy will enable a single operator to supervise and assist larger teams of robots
at once.

The real-time nature of conversational interactions, however, provides particular chal-
lenges for multiple-robot teleoperation - our experiences from field deployments show that
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operator unavailability or delayed response time can result in unacceptably slow conversa-
tional interactions.

Thus, in addition to proposing and demonstrating a teleoperation system for teams of
semi-autonomous social robots, I will also present techniques for addressing these timing
issues, both through coordination of robot behaviors, and through user interface design.

1.3.3 Autonomy and HRI Models
Although external sensor networks and assistance from human operators can enhance and
assist robot performance in many ways, the heart of a robot still resides in its internal program
logic. To deploy social robots in the real world, a practical means for developing autonomous
robot behaviors and scripts that enable high-quality social interactions is necessary.

A wide variety of techniques have been developed to enable natural and comfortable
human-robot interaction. Human-appropriate motion planning [160] and proxemics studies
[114, 183] have been conducted to determine models by which robot locomotion can be
adjusted for smooth social interactions. Other studies have contributed models describing
the role of gaze direction in human-robot interaction [157, 189, 116, 117].

Aspects of the conversational side of interactions have also been studied, including the
use of “conversation fillers” [154] and nodding [158] during dialogue. Techniques have also
been developed for specific situations, such as making deictic spatial references [166, 63].

Other studies have explored models for simulating lifelikeness. Some approaches use
random noise, such as Perlin noise [129] to create lifelike motions. The lifelikeness of a
robot can also be enhanced by modeling a robot’s internal drives [10] or using contingent
behavior [187].

All of these techniques can be considered “HRI models”, and each contributes in some
way to creating the detailed behaviors which enable humanlike and comfortable interaction.
Yet, the practical matter of combining these techniques to create a coherent service applica-
tion for a social robot poses a significant programming and maintenance challenge.

In this work, I will present an application design framework which enables many of
these models and behaviors to be encapsulated into reusable components which can easily
be assembled into larger-scale robot services which can easily be developed and maintained,
even by non-programmers.

1.3.4 Coordination and Resource Allocation
Finally, robot service scenarios in the real world will most likely involve deployments of not
one, but many robots. This raises a variety of issues which cannot be easily handled using
only the system elements presented so far.

Coordination between robots is one major concern. If robots are operating in the same
space, then the issue of path coordination needs to be resolved, in order to prevent deadlock
and ensure smooth service operation. Other coordination issues include allocation of limited
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resources such as battery charging stations, and assignment of robots to provide requested
services.

Multi-robot collaboration is another possibility for consideration. In this case, the robots
need to have some means of communicating with each other to coordinate their actions, and
it may be useful for a central planning agency to direct the robots in their collaborative task.

Finally, knowledge sharing is an important concern. Up-to-date information about cus-
tomers, robot capabilities, and environments should be available to all robots and planning
servers on demand.

To address these and other issues, I propose a networked system architecture which
incorporates central planning logic for path, service, and resource allocation, as well as a set
of globally-accessible knowledge stores from which data can be retrieved on demand.

1.4 Proposal
In this work, I propose a “Networked Robot System” approach to enabling social robotic
applications, integrating all of the above elements:

1. Ubiquitous sensing and ambient intelligence to assist a robot’s spatial perception for
navigational interactions.

2. Assistance by a human operator to handle difficult recognition tasks and uncovered
situations for conversational interactions.

3. On-board autonomy which can incorporate common HRI models within simple and
manageable interaction scripts.

4. Centralized planning and shared knowledge stores to enable coordination and knowl-
edge sharing among teams of service robots.

This is the first work to comprehensively address these issues for social robots. The
contribution of this work lies not only in the proposal of a complete system which can flexibly
enable the deployment of teams of social robots in real-world scenarios, but also in the
practical implementation of such a system and in the lessons learned over several years of
field deployments.

The ultimate goal of this work is to enable social robot deployments using today’s tech-
nology, employing an approach which is not only appropriate for research and prototype
systems, but which could also realistically be applied to real commercial robot applications.

1.5 Organization of Sections
The proposed “networked robot system” design combines ambient intelligence, supervisory
teleoperation, social behavior logic, and central coordination of robot teams.



14 CHAPTER 1. INTRODUCTION

The ambient intelligence components are described in two chapters: Chapter 2 presents a
human tracking system designed to robustly track the motion of pedestrians in social spaces,
and Chapter 3 also presents examples of the use of this system to model and anticipate the
spatial behaviors of people.

Next, Chapter 4 addresses the issue of supervisory teleoperation, describing a sliding-
autonomy approach to enabling a single teleoperator to assist a team of several robots in
conducting conversational and navigational interactions. A particular challenge of this ap-
proach is the time-critical nature of conversation, and a technique called “proactive timing
control” is presented to prevent long wait times during conversation.

Continuing the discussion of teleoperation, Chapter 5 investigates another aspect of the
time-criticality issue, revealing a phenomenon wherein a teleoperator’s time perception is
distorted when engaging in complex tasks or heavy multitasking, and providing recommen-
dations for user interface design when time criticality is a concern.

Chapter 6 addresses the third area: logic and autonomy within the robot. A framework is
presented which enables reusable software behavior modules to be created which incorporate
models of human-robot interaction. The framework then enables these modules to be easily
used in the design of social interaction sequences in a visual programming language that is
easily accessible to non-programmers.

Ultimately, these elements are tied together along with a networked system of planning
servers and knowledge stores in Chapter 7, which describes the Network Robot System
architecture and presents design requirements, implementation details, and a field experiment
using the system.

Finally, the results of this work and its implications for the future are discussed in Chapter
8.



Chapter 2

Human Tracking

This chapter presents a system for simultaneously tracking the position and body orienta-
tion of many people, in order to support the spatial perception of robots for navigational
interactions. The proposed technique combines data from a network of laser range finders
mounted at torso height. In the tracking algorithm, an individual particle filter is created to
estimate the position and velocity of each human over time, and a parametric shape model
representing the person’s cross-sectional contour is fit to the observed data at each step.

I will demonstrate the system’s tracking accuracy quantitatively in laboratory trials and
present results from a field experiment observing subjects walking through the lobby of a
building. The results show that this method can closely track torso and arm movements even
with noisy and incomplete sensor data, and I will present examples of social information
observable from this orientation and positioning information that may be useful for social
robots.

2.1 Introduction

A new class of service robots is emerging, one in which social interaction is a fundamental
aspect of a robot’s performance. Experimental field trials have demonstrated the possibility
of robots acting as museum guides [15], receptionists [54], classroom assistants [83], guides
in shopping centers, and other social roles in everyday life. As the natural-language and
gestural communication capabilities of these robots improve, people’s expectations of the
robots’ interaction skills will commensurately increase, and these robots will need to be
responsive not only to speech, but to cues of physical motion and nonverbal communication
as well.

Although a robot’s on-board sensors can be used for some of these tasks, ubiquitous
sensor networks can monitor larger areas and are subject to fewer size, power, and bandwidth
restrictions. In this work, laser range finders are used for tracking people’s positions as they
are easier to install and less obtrusive than floor sensors, require far less processing than

15
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video tracking systems, and have a much higher precision and faster response time than
RFID tracking or GPS.

To use these resources effectively, one goal of this research is to extract as much infor-
mation as possible from this laser scan data. If nuances of a person’s movement, such as the
direction in which they are facing, can be extracted from the same laser scan data already
used to determine their location, then information which is potentially useful for understand-
ing social context will have been gained at no additional cost.

In this chapter I present an algorithm for tracking people using laser range finders, using
a parametric shape model which includes arm positions and facing direction in addition to
basic position tracking. The algorithms used in this system are described, and quantitative
results of a laboratory experiment to characterize the system’s tracking accuracy are pre-
sented. A second experiment was conducted in the entrance lobby of an office building, to
demonstrate the system’s performance with multiple subjects in natural walking situations.
Qualitative results from that experiment are presented, illustrating the system’s effectiveness
in tracking many people simultaneously and suggesting types of social information that can
be observed in the tracking results. Finally, considerations concerning performance tuning
and real-time operation of the system are discussed.

2.2 Related Work

Human tracking itself is not a new field, and many aspects of the problem have already
been explored extensively. Like many of its predecessors, our system tracks people by using
particle filters to estimate their position and velocity. Particle filters are a well-known tool in
the robotics community and have often been used in conjunction with laser scan data for the
purposes of robot localization and mapping [28, 112] as well as human tracking. A general
overview of applications of particle filters in robotics can be found in [171].

Much of the human-tracking research to date has been based on leg tracking, for both
mobile robotics [143, 181] and environmental monitoring [11, 23, 190]. This has historically
been motivated in part by the fact that many robots use laser sensors for obstacle avoidance,
and for that reason already have laser sensors mounted near the ground. However, their
visibility is often limited by those same obstacles, making floor-level sensors a good choice
for on-board robot systems but less so for wide-area environment monitoring in cluttered
spaces.

In our work, the laser sensors constitute an essential part of a ubiquitous sensor network
used exclusively for human tracking in real environments. For this reason, it is important
for the sensors to be mounted higher, above furniture and ground clutter. Thus the sensors
in our system are mounted at a height of 85-90 cm, where the arms and torso can be clearly
observed.

Although less common than leg-tracking, torso-level tracking is not without precedent in
research. For example, Fod et al. created a system using a Kalman filter to track people’s
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trajectories with waist-height laser scanners [38], and Almeida et al. developed a real-time
torso-level laser-based human tracking system utilizing particle filters in [2]. These systems,
however, were focused specifically on position tracking, whereas our work is concerned with
observing body orientation and pose in addition to position.

2.3 Position Tracking
Our algorithm was developed to track both human position and orientation. The strategy of
this algorithm is to first estimate each person’s position using a particle filter, and then to fit
a shape model, representing the person’s body orientation and arm positions, to the observed
contour data.

Our initial approach to this problem had been to calculate both position and orientation
using the particle filter. This resulted in an unacceptably slow system for our real-time ap-
plications. However, we observed that a majority of the computation time for each particle
was being spent on orientation calculations.

In fact, the edge-based calculations used for orientation are not particularly well-suited
for use in a particle filter. For position, calculations are efficient because their likelihood
distributions are stable over time (regions are clearly defined and change slowly), relatively
smooth in space, and easy to calculate from raw sensor data. Edge-based likelihood distri-
butions are more complex to calculate, not stable over time (the number and placement of
detected points can change rapidly between frames with a great deal of randomness), nor are
they smooth in space, as the best-fit orientation can change wildly over even small variations
of the assumed center position. It is thus difficult to obtain a meaningful average orientation
value over a scattered set of particles.

In our technique, the orientation calculations are highly dependent upon position, but
the position calculations do not depend on orientation. Thus the orientation calculations can
be removed from the particle filter and performed after the position estimate is evaluated.
Having done so, at each time step we need only calculate orientation once for each particle
filter, rather than once for each particle. In addition, by removing variables from the particle
filter we are able to reduce its dimensionality, consequently reducing the number of particles
necessary for accurate tracking. By separating the calculations into a two-step process, we
are thus able to dramatically increase real-time performance. More details on this topic can
be found in Sec. 2.7.2.

2.3.1 Detection and Association

A common problem in tracking is the association between detected features and objects
being tracked. In our algorithm, each person is tracked by a single particle filter. Doing
so enables these feature-object associations to be handled implicitly by the particle filters,
which follow the detected features over time. Thus explicit feature-object associations only
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need to be made when creating new particle filters for previously untracked humans.
To identify new humans, the raw data is segmented at every time step, to extract continu-

ous segments of foreground data roughly corresponding to expected human widths. Clusters
of these patterns are grouped together and flagged as human candidates. Candidates coin-
ciding with humans already being tracked are removed from the list, and those remaining
are propagated to the next time step, where they are merged with the candidates detected
during that step. If a human candidate survives beyond a threshold number of time steps,
it is considered to be a valid detection, and a new particle filter is assigned to that location,
initialized with the position and velocity of the human candidate it replaces.

The removal process is much simpler than the addition process. When the particles within
a filter spread out beyond a defined dispersion threshold, or when their average likelihood
value goes below a defined probability threshold, that particle filter is assumed to no longer
be tracking a human, and it is removed.

2.3.2 Particle Filtering
A key component of our tracking algorithm is the particle filter, the basic principles of which
will be very briefly explained here. For a more in-depth explanation, [173] provides a thor-
ough treatment of particle filters and many other state estimation techniques.

Particle filtering is a method of estimating the state xt of a system by using a cloud of
“particles”, each of which represents a hypothesis about that state. The following four-step
procedure is performed at each iteration of a particle filter.

1. Update The state of each particle is updated by applying an internal motion model,
reflecting the dynamics of the system, to the previous state estimate. The motion
model used in our work is described in Section 2.3.4.

2. Assign Weights Particles are assigned weights representing their relative likelihoods
according to a likelihood model. The likelihood model provides an approximation
of the conditional probability p(zt |x[m]

t ) for particle m,(m = 1..M) and measurement
vector zt taken at time step t of the particle filter. Our likelihood model is described in
Section 2.3.5.

3. Estimate State An estimate of the state is then calculated, generally as a weighted
average of the states of the particles.

4. Resample Particles are removed or propagated based on their weights to produce a
new set of particles which more accurately reflects the true state of the system. Sev-
eral resampling techniques exist; our system uses the sampling importance resampling
technique [58].

In this way, the cloud of particles converges on the most likely state and follows it over
time.
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2.3.3 State Model
The state vector tracked by the particle filter consists of four variables: x, y, v, and θ . The
variables x and y represent the position of the human being tracked. Although the speed
v, and direction θ of motion could be calculated a posteriori from the position data, these
variables are included in the state and updated at every step to enable the person’s position
to be projected forward through time for more accurate tracking. These variables are used in
the motion model, described below.

2.3.4 Motion Model
At every update of the particle filter, each particle is propagated according to a motion model.
The purpose of this motion model is to approximate the probability of a state xt based on the
previous state xt−1.

As has been observed in [13], the modeling of human motion presents difficulty because
it is neither Brownian in nature, nor can it be modeled as a smooth linear function, since
people may stop or change direction abruptly. Thus, as a compromise between the two,
a Gaussian noise component is added to each particle’s v and θ values to capture the ran-
domness of human motion. We then propagate the (x,y) motion linearly according to the
resultant v and θ values of the particle.

2.3.5 Likelihood Model
The purpose of the likelihood model is to approximate the value of p(zt |x[m]

t ). In this case, the
measurement vector z is an array of raw sensor range measurements. An effective likelihood
model must provide a robust likelihood estimate in spite of noisy sensor data, partial and full
occlusions, and the irregular and varying shapes of human bodies.

Figure 2.1: A typical single-sensor laser scan. (Left) The positions of humans relative to the
scanner can be seen. (Center) Occupancy information. (Right) Edge information.

Laser scan data provides two qualitatively distinct types of information useful for estimat-
ing human positions: occupancy information, indicating whether a certain point is occupied
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or empty, and edge information, indicating a contour which may correspond with the edge of
a detected object. Fig. 2.1 illustrates the distinction between these two kinds of information.

To determine likelihood values from the raw sensor data, it is first necessary to create a
background model. Our system uses an adaptive background model which is updated over
time to determine the best estimate of the true background distance. Occupancy likelihood
is then determined by dividing the world into three regions: "open", "shadow", and "unob-
servable". The "unobservable" region is beyond the background model for that sensor, and
thus can contribute no information. The "open" region has been observed by the sensor to be
unoccupied, and the remaining space is considered "shadow". Note also that every "shadow"
region lies behind an "edge".

The likelihood model used to compute p(zt |x[m]
t ) is expressed in Eq. 2.3.1 and 2.3.2 and

includes components reflecting both occupancy and edge information.

p(zt |x[m]
t ) =

1
nsensors

nsensors

∑
i=1

pi(zt |x[m]
t )− pcollocation (2.3.1)

pi(zt |x[m]
t ) =

{
pshadow + pedge(zt |x[m]

t ) in a shadow region
popen in an open region

(2.3.2)

For a point in a shadow region (strictly speaking, we consider only those regions wide
enough to contain a human), the likelihood in Eq. 2.3.2 is calculated as the sum of a constant
value pshadow and a likelihood pedge(zt |x[m]

t ), calculated as a normal distribution centered
upon a point located one approximate human radius behind the observed edge. (In our cal-
culations a value of 25cm was used.) This reflects the fact that people are highly likely to
be found just behind an observed edge, yet can plausibly exist anywhere in a shadow region
(e.g. the occluded person in Fig. 2.1).

For a point in an open region (or in a shadow region too narrow to contain a human), the
likelihood is theoretically zero, but for reasons described below is set to a small but nonzero
constant value popen. In this case, edge information is irrelevant.

Finally, in Eq. 2.3.1, these likelihood values are averaged across all nsensors sensors
for which the proposed point lies within the sensor’s "open" or "shadow" range, i.e. not
"unobservable" to that sensor. To prevent two particle filters from tracking the same human,
a value pcollocation is subtracted from this result. Its value is calculated as a sum of normal
distributions surrounding each of the other humans, based on the list of human positions
from the previous time step.

Error Tolerance

In an ideal system, the "open" regions could be assigned a likelihood value of zero. However,
in real systems there are many possible sources of error, such as calibration errors (the exact
position and angle of each sensor may not be properly calibrated, leading to imperfect align-
ment of shadow regions), measurement errors (some textures of clothing cause noisy sensor
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readings and thus apparent gaps in people’s bodies), timing synchronization errors (sensor
data feeds are sent in real-time over a network and may arrive asynchronously, causing old
data to be mixed with new), and hardware or transmission errors (which produce occasional
bursts of sensor noise). The binary discretization of space into "open" and "shadow" regions
is thus a slightly imperfect representation of reality. Consequently, we set the likelihood of
"open" regions to a small but nonzero value popen. This adds a small amount of resilience
to the system, allowing particles to survive outside of the shadow regions for a short time in
order to provide smoother performance with respect to such sources of error. This does not
destabilize the particle filter since the likelihoods of these particles are substantially lower,
and particles lying outside of the shadow regions for too long will naturally be culled in the
resampling process.

2.4 Orientation Estimation
Our algorithm for calculating a person’s orientation uses a parametric shape model, which
we describe in Section 2.4.1. An angular array representation, presented in in Section 2.4.2,
is used to store laser scanner data as a set of edge distances. As a tool for our calculations,
an empirical distribution of expected distances for such an array, relative to the person’s
forward-facing direction, was generated based on laboratory motion-capture data. We de-
scribe the derivation of this distribution in Section 2.4.3.

The computation itself consists of first determining a rough estimate of body orientation,
described in Section 2.4.4, based on the observed contour shape and the empirical distance
distribution mentioned above. The second step, explained in Section 2.4.5, is to determine
the individual arm angles, based on this rough estimate. The arm angles are then used to
generate a refined estimate of orientation. Finally, Section 2.4.6, presents a technique for
reducing accidental 180-degree reversals by considering motion direction and velocity.

2.4.1 Theoretical Shape Model

Large variations in cross-sectional contour shape were observed between subjects. This
is due in part to individual differences in body shape, and also to differences in height.
For example, arm motion is more pronounced for taller subjects, and their arms sometimes
disappear if their hands briefly swing out of the scan plane.

Clothing also affects contour shape. For example, a loose shirt or a heavy coat can make
a person’s torso appear unusually large or asymmetrical, as can a backpack or purse.

Taking these factors into consideration, the amount of variation between subjects makes
it difficult to develop a precise, yet generalizable, model. Thus a simple three-circle model
was used for determining body orientation.

Our model is illustrated in Figure 2.2. A central, large circle represents the person’s
torso, and two smaller circles represent the arms. This model has six parameters which can
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Figure 2.2: Our three-circle model, with the six variable parameters indicated.

Table 2.1: Model Parameters

Parameter Description
θ Average direction of body orientation
ϕ Arm separation angle

ϕL = θ +ϕ for left arm
ϕR = θ −ϕ for right arm

dL Distance of left arm from body
dR Distance of right arm from body
rarm Arm radius
rtorso Torso radius

be varied to best match a subject’s cross-sectional body contour.
The parameters describing the state of this model are summarized in Table 2.1. The two

parameters of primary interest to us are θ and ϕ . The other parameters are held constant for
this application, although they can be estimated from the data if necessary.

We have designated θ to represent the angle midway between the two arms. When a sub-
ject is standing still, this coincides with the direction of torso orientation. While the subject
is walking, the swinging of the arms and torso cause θ to oscillate around the direction of
motion.

The parameter ϕ represents the angle of separation between each arm and the center
angle designated by θ . This tends not to vary far from 90 degrees, as the arms swing in
alternate directions during walking.
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Figure 2.3: Examples of populated radial arrays. Left: Radial array reflecting an ideal human
shape model. Right: Radial array populated with observed sensor data.

2.4.2 Radial Data Representation
For these calculations, we need a way to represent 2D edge data in a consistent way for
analysis. To achieve this, the information contained in these points is mapped to an angular
array of distances. Distance values from the body center to the detected edge points are
stored in an array of bins which represent an angular discretization of the space surrounding
the estimated human position. For each angular division, the distance to the furthest observed
data point within 50 cm of the estimated human position is stored in that bin. Fig. 2.3
illustrates such array representations of both the ideal shape model and a set of actual shape
data. A linear representation of such an array is shown in Fig. 2.5(a).

2.4.3 Empirical Distance Distribution Model
A predictive distribution of radial distances is also needed for these calculations. An empirically-
derived predictive distribution function representing average expected distance values as a
function of angular deviation from θ was constructed from the laser scan and motion cap-
ture data gathered in the laboratory trials described in Sec. 2.5. This distribution function is
shown in Fig. 2.4(a).

Two minutes of laser scan and motion capture data were recorded for each of five sub-
jects. Each subject’s angle at each time step was computed using the motion capture system,
and a radial accumulator with 100 divisions (3.6 degrees each) was populated with the laser
scan data for that time step, oriented relative to that angle. This distance data was collected
over approximately 4500 time steps and averaged to determine an expected distance distri-
bution function for each subject. These distribution functions are shown in Fig. 2.4(b).

Next, the data distributions were averaged between subjects. The resultant function was
still somewhat noisy and asymmetrical. Making the assumption that this distribution should
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be symmetrical (and if there is a physiological reason for the asymmetry, to eliminate any
bias based on handedness) the mirror images of the subjects’ data distributions were also
included in the average. Fig. 2.4(a) shows the standard deviation error bars for this combined
distribution. The resultant distribution was then smoothed using a sliding 3-point window to
reduce remaining noise. Finally, a constant offset was subtracted from the filter and it was
normalized, steps which do not alter its effectiveness as a convolution filter.
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(b) Raw data used to derive filter

Figure 2.4: Predictive arm distribution filter showing standard deviation error, and raw data
used to derive the filter

2.4.4 First-Pass Theta Determination
The strategy for the first approximation of theta involves two radial arrays. The first is pop-
ulated with actual observed distance of data points from the body center, with the angular
divisions corresponding to absolute angles. The second array holds the expected distribution
of distances derived in Section 2.4.3, where the angular divisions represent angles relative
to θ , the person’s forward direction. By convolving these arrays with each other, we can
compute a goodness-of-fit function between the predicted distribution and the observed dis-
tribution, as a function of θ . The maximum point of that function is the point where the
observed data best fits with the expectation model, and is thus a good first-pass estimate for
θ .

To begin, we need to construct an approximate model of the actual shape profile, begin-
ning with the radial array shown in Fig. 2.5a. There will nearly always be angular divisions
in the radial array with no points in them. Since we have no knowledge of the actual dis-
tances of these points, we set those bins to the average value across all occupied bins, to
produce a model with no gaps, as shown in Fig. 2.5b. (This same array will be normalized
and used later as a probability distribution function for arm positions, as explained below.)

This distribution, shown in Fig. 2.5c, is convolved with the data array shown in Fig. 2.5b
to generate a function representing the goodness-of-fit between the observed data and the
predicted data distribution. The maximum point of the resultant distribution indicates the θ

value which gives the best match between the empirical distribution and the observed data.
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One challenge in this determination of θ lies in the near-symmetry of the human body.
Although the expected value of the arm angles is less than 180 degrees, the observed distri-
bution and its 180-degree mirror image overlap significantly. Thus, particularly with noisy
and incomplete data, it is possible that the best-fit angle is actually rotated 180 degrees from
the true θ direction. To stabilize this variable, the secondary maximum in the θ likelihood
function is designated as a second θ candidate. The angular distance from the previous θ

estimate to the two new θ candidates is compared and the nearest neighbor selected as the
first-order θ approximation. Correction of these reversals is discussed in Sec. 2.4.6.

2.4.5 Second-Pass Theta Determination

Using this rough θ estimate, the next step is to determine the arm angles ϕL and ϕR, which
will be used for determining the final θ estimate. For this step, it is necessary to derive a
probability distribution function (PDF) for the arm positions from the observed data.

For this purpose, the shape profile model derived in the previous step can be used as a
rough approximation of the arm position PDF, as it exhibits many of the essential features of
such a distribution. For example, the presence of distant points indicates a high likelihood
that an arm is in that direction. Likewise, the presence of closer-than-average points indicates
a low likelihood of an arm being in that direction. Several points observed in a row give a
higher-confidence estimate than a single point, high or low, and points with no data provide
no information about the presence or absence of an arm. All of these features are found in
both a theoretical PDF for arm distribution as well as the data array derived above. Thus, by
normalizing that array, we obtain a rough approximation of that PDF.

The arm probability distribution in the radial array is then masked into two 180-degree
regions by using trapezoidal masking filters on either side of the selected θ direction as
shown in Fig. 2.6e (trapezoidal rather than rectangular masks were used for stability). These
masks are multiplied with the data array from Fig. 2.5b to generate the two probability
distributions shown in Fig. 2.6f. The peaks of these distributions are used as estimations
of the left and right arm angles ϕL and ϕR, respectively. A refined estimate of θ is then
calculated as the midpoint between these angles.

Note that at this point, if desired, the shape profile can be revisited to calculate parameters
such as dL, dR, rarm, and rtorso. However, this step is not necessary if θ is the only parameter
of interest.

2.4.6 Correction of Reversals

One of the greatest difficulties in determining the person’s facing direction lies in resolving
the 180-degree ambiguity between forward and backward orientation. The human shape is
nearly symmetrical, and even by eye it is sometimes quite difficult to discern front and back
from laser scan data alone.
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Figure 2.5: Initial steps in arm angle determination.
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Figure 2.6: Final steps in arm angle determination.
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To resolve this ambiguity, we utilize the assumption that motion direction generally tends
to coincide with the forward orientation direction. We verified this assumption quantitatively
using the data recorded in the trials described in Sec. 2.5.

By running the basic human-tracking program without any reversal correction, we gen-
erated a dataset of human positions and orientations. Reversals (defined as periods in which
the directional error was greater than 90 degrees) were identified by comparing these results
with the ground-truth data from the motion-capture system. A velocity distribution was then
computed for each set of data points. The results of this analysis are illustrated in Fig. 2.7.
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Figure 2.7: Distribution of forward velocity. The forward component of the velocity vector
was calculated for each time-step, and a frequency histogram was computed using bin sizes
of 100 mm/s. Nearly every observation with a forward velocity component below -500 mm/s
was the result of a reversed direction estimate.

An examination of this velocity distribution reveals that retrograde motion at low ve-
locities is common, probably due to a combination of actual motion, noise, and tracking
lag of the particle filter; however, higher retrograde velocities (above 500 mm/s) are almost
nonexistent. Thus, any retrograde motion larger than a threshold speed of 500 mm/s is in-
terpreted as a reversal and corrected. A time-averaged velocity estimate is used to minimize
the influence of noise.
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2.5 Laboratory performance analysis
We performed an experiment in our laboratory to verify the accuracy of the human tracking
system, and to gather empirical data to refine the reversal-detection and theta-approximation
functions in our tracking algorithm.

2.5.1 Setup and Procedure

We used a Vicon motion-capture system to measure the accuracy of our laser tracking system.
The Vicon system uses several infrared cameras to track reflective markers with an accuracy
of 1 mm at a frequency of 60 Hz. Four SICK LMS-200 laser scanners were used, each set to
a maximum range of 8 m, a distance resolution of 10mm, an angular range of 180 degrees,
an angular resolution of 0.5 degrees, and a scan frequency of 37.5 Hz.

The space used for our experiment was a four-meter-square area with the four laser scan-
ners situated outside the center of each edge of the square. The scan plane for each laser
scanner was located at a height of 85 cm from the ground. Additionally, numbered markers
were placed on the floor, as depicted in Fig. 2.8.

Figure 2.8: Floor layout for our laser tracking validation tests. Subjects were observed by
four laser range finders while walking several patterns within a 4m by 4m square.

Five subjects were instructed to walk a series of patterns within the square. First, they
stood in the center of the square and turned in a circle, stopping at each of the four car-
dinal directions for two seconds. Second, they walked figure-eight patterns, touching each
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of the numbered markers in order, twice. Third, they walked in a circular path inside the
square, twice clockwise and twice counterclockwise. Finally, they walked randomly within
the square until a total of two minutes had elapsed.

Each subject wore four reflective markers for the Vicon system. One marker was placed
on the outside of each wrist, one on the subject’s sternum, and one in the middle of the
subject’s back.

Raw data from each of the laser scanners was recorded, and the human tracking algorithm
was executed offline.

2.5.2 Results
To compare the motion-capture data with the laser-tracking data, the midpoint between each
subject’s sternum and back markers was used as an estimate of the subject’s body center.
The absolute positional error (in the x,y plane) and absolute angular error between the laser-
tracking data and the motion-capture data were then calculated for every time step in the
laser-based tracking data.

The average positional error over all five subjects was 4.6 cm ± 2.7 cm, and the average
angular error was 8.2 ± 13.8 degrees. During the 10 minutes of tracking, there were 9 brief
180-degree reversal errors. One of these lasted for 2.2 seconds, and all others were automati-
cally corrected within 0.2 seconds. The average error with those intervals are excluded from
the data was 7.4 ± 7.9 degrees.

2.6 Natural walking experiment
Although the trials in our motion capture room provided useful data for verifying the sys-
tem’s accuracy, it is difficult to simulate natural human walking motion in such a restricted
space.

To verify that the system could also work with natural walking data, we ran several trials
in an open lobby, roughly 19 meters long and 8 meters wide. Experimental subjects were
instructed to walk through the area several times under a number of different conditions,
e.g. individually, in groups, wandering aimlessly, walking purposefully, making U-turns,
and stopping to ask for directions.

Raw data from a network of six laser range finders monitoring this area was recorded for
each trial, which we processed offline to determine human positions.

2.6.1 Setup and Procedure
The area of interest in our experimental environment was a space within the lobby roughly
19 meters long and 8 meters wide. We used six SICK LMS-200 laser scanners, set to scan
an angular area of 180 degrees at a resolution of 0.5 degrees, covering a radial distance of
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Figure 2.9: Tracking example from walking data. The dashed line represents ground-truth
data from the motion capture system, and the solid line represents laser tracking data.
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8 meters with a nominal system error of ± 20 mm, providing readings of 361 data points
every 26 ms. These were placed around the periphery of the experimental area such that
every point within the area of interest would be covered by at least two sensors, to minimize
occlusions.

The sensors were mounted at a uniform height of 90cm, slightly above waist-level for
most subjects. Tables, benches, and a small mobile robot were also placed within the walking
area, but all of these were below 90cm and thus not visible to the laser scanners.

Twelve adults participated as subjects in this experiment, although at any given time only
a subset of the group was walking within the sensor area. Six trials were conducted, and a
total of 172 minutes of raw sensor data was collected.

2.6.2 Results

Two aspects of the results of this experiment will be considered here. The first is the accuracy
of our method in tracking the subjects’ motions, and the second is the ability to interpret this
data in terms of actual body language and behavior.

Tracking Individuals

Quantifying the accuracy of this tracking technique is challenging due to the lack of more
precise measurement techniques to establish a ground truth for evaluation. A side-by-side
visual comparison of the raw data with the model-based estimate is perhaps the most effective
indicator of the tracking accuracy.

Figure 2.10 shows raw data from five frames taken during the course of a single stride,
and compares them with the model-based estimates for those time frames. Note that the
swinging of the arm is clearly visible from the data, and that the model follows this movement
closely.

Another indicator of the tracking accuracy of our technique is the resolution of movement
that is visible over time. Figure 2.11 shows a sample path walked by one of the subjects
during our experiment. The variations in θ due to the swinging of the arms and torso with
each stride are quite clearly visible, with little noise present. The more subtle change in angle
as the subject walks around a curving path is also quite clearly visible from the data.

These tracking results were then visually compared with video recorded during the ex-
periment. The subjects’ arm-swinging motions were observed to match with the data. The
subject’s torso rotations were not as exaggerated as the variations of θ in our model, which
suggests the possibility that modeling the motion of the arms during walking may offer a
better estimate of torso orientation.

Interestingly, our tracking results for one trial indicated an asymmetry of motion, with
one arm moving much more than the other. Inspection of the video revealed that this was not
a tracking error at all, but an idiosyncrasy of the subject’s walking style, an observation which
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Figure 2.10: Example of arm and torso movement during a single stride. Top: Five frames of
raw data from laser scanners taken at 320ms intervals. Bottom: Corresponding human shape
model positions for each frame.

suggests the possibility of using the information in this model for identifying individuals or
making inferences about personality or mood.

Observing Interactions

In addition to the model’s tracking accuracy, it is important to consider what information can
be observed regarding groups of people in social situations.

Figure 2.12 shows three scenes from our experiment. In the top scene, two subjects are
seen walking together. The model correctly shows that they are walking side-by-side, facing
slightly towards each other. It is possible that the relative directions in which people face
while walking together might include information about their social relationship.

In the center scene, one of the two subjects is asking a third subject for directions. The
model clearly shows the social situation, in which Subjects A and B are focusing their atten-
tion on subject C. Subject A is standing back at a respectful distance, which seems to imply
that A and B are not part of the same group, or perhaps that their relationship is very formal.

The bottom scene illustrates the tracking of a group of subjects. Again, the group dy-
namic is apparent, in that all of the subjects are listening to instructions from Subject A.
(Note that the model is unable to correctly determine the direction of Subject A because he
is sitting and holding his arms in an unusual position.)

All three of these examples illustrate information that could not have been determined
from location alone, and they suggest many possible types of social information that may be
observable from this data.
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Figure 2.11: Body angle tracking during 20 seconds of walking motion. Top: An overview of
the walking path in our lobby experiment shows the subject’s walking path, as well as close-
up views of the subject’s body position at several points along the path. Bottom: Observed
body angle variations (in room-centric coordinates). Periodic oscillations due to natural arm-
swinging motion during each stride are clearly visible.
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Figure 2.12: Scenes from the experiment.
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2.7 Discussion

2.7.1 Performance Tuning

Many variables affect the performance of the system in terms of operating speed, position
and angle accuracy, smoothness of motion, and false or missed detections. By reducing
the velocity noise added during the motion model updates, for example, higher positional
accuracy and smoother trajectories can be attained, but the particle filter becomes less able
to follow trajectories that change abruptly.

The number of particles is another variable. If a large number of particles are used, the
particle cloud’s trajectory stabilizes and becomes smoother, but this comes at the cost of
an increased reaction delay and increased computation time. Our algorithm uses the tech-
nique of KLD-sampling [43] to adapt the number of particles based on the density of their
distribution, down to a fixed minimum limit.

2.7.2 Real-time Operation

Although the results presented in this paper were generated offline, this tracking software
has primarily been developed for use with real-time data streams. Using this software in a
real-time system raises the critical issue of processing speed. If the time required to process
the data for one time step exceeds the sampling interval of the sensors, then data will be lost
and tracking accuracy will begin to decrease.

Here we present a performance analysis using a Windows XP system with a 2.4 GHz
Intel Pentium 4 processor and 1 GB of RAM. The tracking software was implemented in
Java and executing using a Java 6 Virtual Machine. The tracking analysis was performed
on a 4.5-minute data sample from a shopping center, during which between 3 and 18 people
were tracked simultaneously. Six sensors were used in this experiment, with a frequency of
37.5 Hz, i.e. a sampling interval of 26.6 ms. A minimum of 50 particles was used for each
person.

To illustrate the importance of the speed improvement gained by performing the ori-
entation calculations separately from the particle filter, Fig. 2.13 compares our system’s
performance against an algorithm in which orientation calculations are integrated with the
position calculations within the particle filter.

This performance comparison illustrates two key points. The first point is that even with
the relatively slow Pentium 4 machine used here, it can be expected that 10-12 people can be
tracked without any loss of data, i.e., the tracking calculations can be completed within one
data update cycle. With 18 people, incoming data would be dropped, but every second data
frame would still be processed.

The second point is that, as stated in Sec. 2.3, the orientation computations are not very
well-suited for integration with the particle filter. Fig. 2.13 shows that the integrated algo-
rithm requires about four times the computation time of the two-step algorithm. In other
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Figure 2.13: Variation of average computation time with number of humans being tracked.
These results indicate that 10-12 people can be tracked before computation time exceeds the
sensor sampling interval of 26.6 ms.

words, the improved efficiency of the two-step algorithm enables four times as many people
to be tracked at once. To address the question of whether the choice of algorithm affects
tracking accuracy, we repeated the analysis from Sec. 2.5.2 using the integrated algorithm.
Results were substantially worse than with the two-step algorithm. First, many more re-
versals were observed with the integrated algorithm. Even correcting for the reversals, the
average angular error was still 25.2 degrees, as opposed to 7.4 degrees for the two-step al-
gorithm. This was most likely due to the issues stated in Sec 2.3, such as the non-smooth
likelihood model and high sensitivity to position error.

2.7.3 Future Work

The next step in this research is to use the generated position and orientation data to improve
robotic applications. Techniques should be developed for analyzing a person’s trajectory
through a given environment to learn about that person’s intentions. Information about the
directions in which people in a group are facing and their relative standing or walking posi-
tions may be helpful in identifying social rank within that group. Trajectory and orientation
data might be useful in identifying people in a crowd who are interested in talking with the
robot, or who have lost their way and need guidance.

Another possible area for future research is the addition of anatomically-based physical
dynamics. Rather than simply modeling motion using a geometric circular model, incorpo-
ration of arm swinging and stride motion into the model could provide much more stable
and accurate results. Currently, the system is able to extract a person’s torso direction, which



38 CHAPTER 2. HUMAN TRACKING

has been observed to oscillate from left to right while walking. A more detailed dynamic
model could incorporate walking speed and rhythm to determine an even better estimate of
the person’s direction of attention.

Finally, the integration of this system with other tracking technologies, such as a leg-
based laser tracking system, could provide a very robust estimate of a person’s pose and
enable the interpretation of more subtle expressions of body language.

2.8 Conclusions
We have developed a system in which a network of laser range finders is used for tracking
the positions and orientations of people.

Comparison with results from a motion capture system verified the position accuracy
to be 4.6 cm ± 2.7 cm and the orientation accuracy of to be 7.4 ± 7.9 degrees (excluding
180 degrees reversals). The system is expected to perform without performance degradation
while tracking 10-12 people in real time on a Pentium 4 Windows PC.

This human tracking system has already been used extensively for providing ground-truth
data and tracking humans in several experiments and field trials. The system is also actively
being used as a platform for extracting useful social information from human movement for
social robotics applications.



Chapter 3

Abstracting Trajectories and
Anticipating Behavior

To continue the discussion of augmenting a robot’s spatial perception in order to enhance
navigational interactions, this chapter will present a series of techniques for abstraction of
people’s trajectories and a service framework for using these techniques in a social robot.

For a robot providing services to people in a public space such as a shopping mall, it is
important to distinguish potential customers, such as window shoppers, from other people,
such as busy commuters. The framework presented here enables a designer to make a robot
proactively approach customers who exhibit some target local behavior, e.g. walking idly or
stopping.

The techniques proposed in this chapter also enable information about the use of space
and people’s typical global behaviors to be automatically extracted from the data produced
by the tracking framework presented in Chapter 2. This information enables the robot to
anticipate spatial areas in which people are likely to perform the target behaviors, as well as
anticipating the probable local behaviors of specific individuals a few seconds in the future.

3.1 Introduction

[86, 82] We believe that the robot can be a powerful device for bridging the gap between the
digital and physical worlds. Since robots are mobile and embodied, they are well-suited for
presenting digital information in the physical world. Previous studies have demonstrated that
social robots can be used as museum guides [15, 159], as receptionists for assisting visitors
[55], and as peer-tutors in schools [83].

On the other hand, robots have only weak sensing capabilities, which limited these robots
to waiting for visitors to initiate interactions. Since we aim to realize a robot that proactively
provides services in public spaces, it needs reliable observations of the positions and motion
of people. However, a robot using onboard sensors can usually recognize people only within

39
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a few meters, and its sensing is not robust. To overcome these limitations, we use a “network
robot system” approach [138], in which a robot is supported by a ubiquitous sensor network
which observes and interprets information about people. Such an approach combines the
stability and wide-area sensing capability of a ubiquitous sensor network with the intuitive
presentation capabilities of the robot.

This paper describes a service framework for a network robot system, in which a mobile
humanoid robot proactively approaches customers to provide information. It consists of a
series of three abstraction techniques for people’s trajectories: local behavior, use of space,
and global behavior. We define the term local behavior to refer to basic human motion
primitives, such as walking, running, going straight, and so on. The observation of these
local behaviors can then reveal information about the use of space, that is, general trends
in people’s behavior in different areas of the environment. Finally, for more insight into
the structure of people’s behaviors, we look at global behavior, that is, overall trajectory
patterns composed of several local behaviors in sequence, such as “entering through the
north entrance, walking across a street, and stopping at a shop.” Global behaviors are highly
dependent on the specific environment.

In addition, since timing is highly critical for social interactions, we also focus on the
problem of anticipating the motion and behavior of customers, to determine where the robot
should move and which customers the robot should approach. For example, if a robot is
designed to invite customers to a shop, it should approach people who are walking slowly
and possibly window-shopping. To approach those customers, two anticipation techniques
are presented: location-based anticipation and behavior-based anticipation. The detection
of local behaviors and analysis of the use of space can be valuable in anticipating where
behaviors are statistically likely to occur, i.e. location-based anticipation; however, an anal-
ysis of global behavior patterns is far more powerful for predicting individual behavior, i.e.
behavior-based anticipation. As people using the space have a variety of goals, an under-
standing of global behavior is essential in enabling the robot to anticipate the future behaviors
of individuals.

Moreover, one of the notable features of the service framework is that a designer needs
only to specify a target local behavior in order to make a robot proactively approach cus-
tomers. The effectiveness of the service framework is demonstrated with a field trial with
two examples of applications: one is for entertainment, and another is to invite customers to
a shop.

3.2 Related Work

This section provides a survey of previous studies regarding these three concepts: local
behavior, use of space, and global behavior. Table 3.1 provides a summary of this survey.
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Table 3.1: Related studies concerning position, place, and positional context
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Domain
Reality Mining [33] X - Personal (city)
Liao et al. [98] X - Personal (city)
Subramanya et al. [165] X - Personal (city)
Suzuki et al. [167] X X - Public (shop)
Shao et al. [147] X X - Public (station)
Nurmi et al. [123] X - Personal (city)
Aipperspach et al. [1] X - Personal (home)
Activity zone [90] X † Required Personal (home)
Museum wearable [161] † † Required Public (museum)
Pre-destination [92] X X - Personal (car)
Bennewitz et al. [8] X - Public (corridor)
This study X X X X X Not required Public (mall)

† : A human designer needs to assist the definition or provide information
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3.2.1 Position and Local Behaviors

People’s positions and trajectories have frequently been studied in robotics and computer
vision (for example, [74, 148, 147]). In ubiquitous computing, positioning devices are often
used, such as GPS, or the signal strength of radio (GSM, WiFi, Bluetooth, RFID, and power
line) [95, 100, 127, 144].

Ubiquitous computing technology is increasingly being used to identify people’s local
behavior as well. For example, Eagle and Pentland developed a Bluetooth-based device
attached to a mobile phone that enables the analysis of activities such as being at home,
at the office, or elsewhere [33]. Liao et al. also used locations obtained via GPS with a
relational Markov model to discriminate location-based activities such as being at home, at
the office, and out dining [98]. Subramanya et al. included motion states (such as stop, walk,
run) and velocity into a model to estimate people’s low-level activity and spatial context
[165].

These techniques all used wearable or mobile personal devices. Our focus is on appli-
cations in an anonymous public space, so we chose a method independent of such devices.
We measure walking motion using laser range finders, sensors often used in robotics due to
their precision, simplicity, and non-invasiveness. A number of techniques exist for tracking
people using multiple laser range finders [148, 147, 52].

3.2.2 The Use of Space

Humans’ spatial behavior has attracted scientific interest for a long time. In the 1970’s and
1980’s, a technique named “space syntax“ was developed to analyze town-level use of space
with pre-defined logic [71]. People’s route choice and a form of trail were modeled as “active
walker models” [67].

Such early studies required labor-intensive effort to collect data, which limit them to
reveal only broad patterns; however, recent sensing technologies enable us to automatically
accumulate large amount of trajectories with precise accuracy. Previous studies revealed that
trajectories enable the identification of pausing points [167] and traffic paths [147, 167].

Information on the general use of space has also been retrieved. Nurmi et al. applied
a spectral clustering method for identifying meaningful places [123]. Aipperspach et al.
applied clustering to UWB sensor data to identify typical places in the home [1]. Koile et
al. conducted a clustering of spaces with a focus on the relationships between velocity and
positions, which enabled a partitioning of space into “activity zones.” For example, places
for walking, working, and resting were separated [90]. Our work involves partitioning space
in a similar manner, but based on position and local behavior. In addition, we also consider
how the distribution of these zones varies as a function of time.
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3.2.3 Global Behavior

Models of human walking have been developed for transportation engineering and archi-
tectural design. These models are usually concerned with how environmental information
affects people’s behavior, such as a line of sight toward environmental structures [177] and
movement of individuals in a crowd [4]. Positioning techniques could contribute to these
models by providing automated, accurate position information.

In previous studies, positioning techniques have been used for categorizing people, and
estimating people’s goals and intentions [16]. In a museum context, Sparacino developed the
“museum wearable,” where people were classified into three visiting patterns. Depending
upon the pattern, the system adjusted the way it presented information [161]. This is a good
example of the use of global behavior; however, the places and the model of global behaviors
were carefully prepared by a human designer.

In contrast, we have applied a clustering technique to identify typical visiting patterns in
a museum without providing any environmental information [86]. One of the novel points
of our current work is that the designer of the system provides information only about the
target local behavior, with no knowledge about the structure of the space or of people’s
global behaviors. In addition to the previous work, this paper provides a method of online
estimation of global behavior, which is indispensable for providing services.

The online estimation of global behaviors is difficult as, by definition, any global behav-
ior being observed in real time is unfinished and thus not completely observable. Thus, it is
necessary to estimate the true global behavior from a limited data set. Krumm et al. devel-
oped a technique they call “Predestination”, which enables someone’s driving destination to
be estimated [92]. Liao et al. developed a technique for a person wearing GPS to infer her
destination, transportation mode, and anomalous behavior [99].

While personal history of previous destinations was an important part of those studies,
our anticipation technique for the shopping arcade assumes zero knowledge of a given per-
son’s individual history. Our technique is predicated on our observations of tens of thousands
of people and the expectation that a new person’s global behavior will be similar to those pre-
viously observed.

The concept of behavior anticipation is not without precedent in robotics. For example,
Hoffman et al. demonstrated the value of anticipatory action in human-robot collaboration
[72]. However, our use of global behaviors is a unique approach to behavior anticipation in
this field.

3.2.4 Human-Robot Interaction

In the field of human-robot interaction, there have been several studies about mobile robots
that provide services to people. For example, Dautenhahn et al. studied the appropriate
behavior of a robot when it approaches a person, and found that the robot should approach
people from the side but not the front [27]. Gockley et al. developed a natural way for a
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robot to follow a person [56]. Michalowski et al. observed how people approach a robot,
and changed the robot’s behavior according to their approaching style [110]. Yamaoka et
al. established a model for a robot to appropriately position itself to effectively explain ex-
hibits [188]. Bennewitz et al. developed a technique for predicting trajectories of persons
for avoiding persons around it [8]. The need for this is apparently due to a lack of observa-
tion capability, which is solved in our study by having laser range finders distributed in the
environment.

Figure 3.1: Service framework

3.3 Recognition System
Figure 3.1 shows the service framework presented in this paper. This section explains the
details of the recognition system.

3.3.1 Position
We conducted our experiments in a popular entertainment and shopping arcade located by
the entrance to Universal Studios Japan, a major theme park. We operated the robot within
a 20 m section of the arcade, with shops selling clothing and accessories on one side and
an open balcony on the other. The motion of people through this area was monitored using
a ubiquitous sensor network consisting of six SICK LMS-200 laser range finders mounted
around the perimeter of the trial area at a height of 85 cm (Figure 3.2).

The tracking platform presented in Chapter 2 was used to track people’s trajectories
through this space. The location of each person in the scan area was calculated based on
the combined torso-level scan data from six laser range finders.

To illustrate the robustness of the system in our field environment, we analyzed two sets
of data from one of the days in the middle of our experimental data set. For this analysis we
considered only trajectories of at least 5 seconds in length, and each data set contained 100
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Figure 3.2: Shopping arcade and laser range finders

Figure 3.3: Placement of laser range finders
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trajectories. The first set was taken starting at 11:30am, a time when very few people were
passing through the area, and the other was taken at 5pm, when the area was more crowded.
The morning data set lasted 42 minutes, with an average trajectory length of 17.1 seconds,
and the evening data set lasted 12 minutes, with an average trajectory length of 18.0 seconds.

For each of these data sets, the entry and exit times of each person passing through the
space were identified manually by inspection of the raw laser scan data (this enabled more
exact estimation of people’s positions and entry times than inspection of video data). Any
tracking errors during this period were also recorded, e.g. if a person entered the space and
was not tracked, if two people were mistakenly switched with each other in mid-trajectory,
or if a trajectory was lost in the middle of the space and reacquired with a different ID.

In fact, our system successfully tracked 100% of the people passing through the space
in both cases. No tracking errors occurred, and no people entered the space without being
tracked. However, the system did have some difficulty distinguishing couples walking close
together. Couples were sometimes initially misinterpreted as a single person, but after a few
seconds, the system always correctly identified them as two people. Since this phenomenon
results in a short time lag before the system begins tracking the second person, we calculated
the system’s tracking success rate as the ratio between the total amount of time people were
successfully tracked to the total amount of time people were present in the area. This ratio is
presented in Figure 3.4 for the two 100-trajectory datasets.

Figure 3.4: Tracking success rate for two datasets

Based on this analysis, we consider our tracking system to be highly robust, particu-
larly in terms of maintaining continuity of trajectories from beginning to end, an important
requirement for the analysis we present in this paper.
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3.3.2 Local Behavior

As defined earlier, “local behaviors” represent basic human motion primitives. We began our
analysis with a classification system which uses SVM (support vector machine) to categorize
trajectories based on their velocity, direction, and shape features.

Specifically, the following features were used for the SVM to classify the local behaviors:
(i) The end point of the normalized trajectory
Normalization refers to a rotation of the trajectory to fit its starting point to the origin and

its longest direction to the x axis (Figure 3.5 (a) and (b)). Then, three points were sampled
from the normalized trajectory: at times N/3, 2N/3, and N seconds, where N represents
the duration of the trajectory. At each point, four dimensions of features were retrieved: x-
coordinate, y-coordinate, arc tangent of this x-y position, and the distance of this x-y position
from origin. Overall, 12 dimensions of features were retrieved.

(ii) The size of rectangle that covers the normalized trajectory
We retrieved the max value, min, and average value of x-coordinate and y-coordinate

among all of the points sampled per 100ms in the N seconds of the trajectory. Overall, 6
dimensions of features were retrieved.

(iii) The angles of the trajectory
As shown in the Figure 3.5 (c), we calculated a sub-angle in a trajectory. For this cal-

culation, the trajectory was separated into three sub-trajectories, at time “0 to N/3”, “N/3 to
2N/3”, and “2N/3 to N” seconds. For each sub-trajectory, the angle between start and end
point was calculated. In addition, we also calculate the maximum angle as well as deviation
of the angles among each sub-trajectory, within a sliding 500ms-window for each 100 ms
from the start to end of the sub-trajectory. Overall, 9 dimensions of features were retrieved.

(iv) The velocity
For each 100ms interval, an immediate “sub-velocity” was calculated. The average, min,

max, and variance of the sub-velocities were used as features. In addition, travel efficiency
was computed by calculating the overall velocity from the start point to the end point, and
dividing this by the sum of all sub-velocities. (It is nearly 1.0 if the trajectory moves straight,
and nearly 0.0 if it only oscillated at the same point). Overall, 5 dimensions of features were
retrieved.

In total there were 32 features. All of the features are float values and scaled within the
range of 0 to 1. The SVM for the Style category uses all of the 32 features of (i) to (iv), while
the SVM for the Speed category uses the features of (i), (ii), and (iv), the SVM for the Short-
term style category uses the features of (i), (ii), and (iii), and the SVM for Short-term speed
category use the features of (i) and (iv). Our SVM was implemented using LIBSVM [17].
The one-against- one method was used for multiclass classification [73]. For all SVM’s, an
RBF Kernel (Gaussian Radial Basis Function Kernel) was used.

To include a wide variety of movement types, we initially defined the following four
categories. Each category has about 200 samples for learning, consisting of 2- or 5-second
trajectory segments. We selected typical trajectory segments that fit with the concept of each
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Figure 3.5: Feature vector for calculatingmotion primitives. (a)Original trajectory. (b) Nor-
malized trajectory. (c) Subangle.

class of the categories, labeled them by hand, and put them into the training data set. We did
not include trajectories which were ambiguous between classes.

(a) Style
This category consists of the following six classes. It requires 5.1 seconds of trajectory

data for classification.
- straight (Figure 3.5 (a))
- left turn (Figure 3.5 (b))
- right turn (Figure 3.5 (c))
- wandering (Figure 3.5 (d))
- U-turn (Figure 3.5 (e))
- not walking (Figure 3.5 (f))
We labeled 226 trajectories and tested the system with the leaving-one-out method, a

cross-validation-method where each of the data elements is tested by using the remaining
elements for training; i.e. we created 226 subsets, each of which has one unique trajectory
for testing and the remaining 225 for training, and averaged the classification accuracy of
the 226 subsets. It classified with 84.5% accuracy on average. The confusion matrix shows
relatively-frequent confusion between U-turn and wandering, recognizing U-turn with 79.4%
accuracy and wandering with 76.6% accuracy.

(b) Speed
This category consists of the following five classes. It requires 4.9 seconds of trajectory

data for classification. - running
- fast-walk (Figure 3.6 (a))
- idle-walk (Figure 3.6 (b))
- stop : short stop is observed in a trajectory while some movements is also observed
- wait : only stopping, but no motion observed
In the the labeling, we judged the difference between ”idle walk“ and ”fast walk“ based

on the speed of the trajectory. The difference between “stop” and “wait” is defined by
whether the trajectory remains stopped for the full duration or not.

We labeled 166 trajectories and tested the system with the leaving-one-out method; it
classified with 92.8 % accuracy on average. The confusion matrix shows frequent confusion
between stop and wait, recognizing stop with 66.7 % accuracy.

(c) Short-term style
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Figure 3.6: Examples of style category. (a) Straight. (b) Left-turn. (c) Right-turn. (d)
Wandering. (e) U-turn. (f) Stop.

This category is similar to (a) Style, but to enable faster recognition we reduced the dura-
tion required for the classification. It requires 2.1 seconds of trajectory data for classification.
- straight

- left turn
- right turn
- U-turn
- not walking
We labeled 150 trajectories and tested the system with the leaving-one-out method; it

classified with 93.3 % accuracy on average. There was no particular confusion in the confu-
sion matrix.

(d) Short-term speed
This category is similar to (b) Speed, but to enable faster recognition we reduced the

duration required for the classification. It requires 2.2 seconds of trajectory data for classifi-
cation.

- running
- fast-walk
- idle-walk
- stop
We labeled 159 trajectories and tested the system with the leaving-one-out method; it

classified with 95.6 % accuracy on average. There was no particular confusion in the confu-
sion matrix.

Note that each category requires different length of trajectories, which is the result of our
minimization of the time to recognize each of these categories. For example, (c) Short-term
style requires 2.1 seconds while (a) Style requires 5.1 seconds, since Style has a category of
wandering which is confused with U-turn more if the duration is smaller than 5.1 seconds.
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Short-term style does not have the category of wandering, which make the system easily
categorize even with a shorter duration of time.

Figure 3.7: Example trajectories for local behaviors

In the subsequent analysis, we merged several local behavior classes for simplicity.
Within style, “left turn”, “right turn”, and “U-turn” were merged into “wandering”. Within
“Style”, the classes left-turn, right-turn, and U-turn were all merged into the wandering cat-
egory. Within “Speed”, we merged stop and wait into the stop category. We also merged
classes for short-duration and 5-second behavior. Thus, we reduced the set to the following
four local behaviors: fast-walk, idle-walk, wandering, and stop. Figure 3.7 shows examples
of these local behaviors. We define the position Pn

t of visitor n at time t to include the x-y
coordinates (x, y) as well as Boolean variables 1 indicating the presence or absence of local
behavioral primitives.

Each trajectory has a sequence of local behaviors represented by these Boolean variables
at each time step t. The system split a segment of trajectory from the time step t to the past for
the required length of each classifier, and sent it to the classifier. They remain undetermined
if t is smaller than the minimum required time of SVMs, i.e. 2.1 seconds.

3.4 Analysis of Accumulated Trajectories
Based on the position and local behavior data thus obtained, an analysis was performed
to obtain a higher-level understanding of the use of space and people’s global behaviors.
This analysis constitutes the foundation for the robot’s ability to anticipate people’s local
behaviors.

3.4.1 Data Collection

Human motion data was collected for a week in the shopping-arcade environment, from
11am-7pm each day, including 5 weekdays and 2 weekend days. We chose this time schedule
because the shops open at 11am, and the number of visitors drops after 7pm, after the theme
park closes in the evening.

1These Boolean variables allow each stateto have a combination offast-walk,idle,wander and stop.One4-
state variable might be appropriate depending on the purpose.For this study,our intention was to provide a local
behavior classifier as capable as possible.



3.4. ANALYSIS OF ACCUMULATED TRAJECTORIES 51

In this environment, the major flow consisted of customers crossing the space from the
left to the upper right or vice versa, generally taking about 20 seconds to go through. We
removed trajectories shorter than 10 seconds, in order to avoid noise from false detections in
the position tracking system. In all, we gathered 21,817 visitor trajectories.2

3.4.2 Use of Space (Map)

The first analysis task was to identify how the space was used, and how the use of space
changed over time. We applied the ISODATA clustering method [7] to achieve this. First,
we partitioned the time into one-hour segments categorized as weekday or weekend. We then
partitioned the space into a 25cm grid, mapping the environment into 2360 grid elements.

The local behaviors represented by the Boolean variables are all mapped into the his-
togram prepared for each grid elements. Each grid element containing histogram data of
local behaviors:

denotes the number of occurrences of local behavior x at time slice t within grid element
i, which is normalized for each local behavior x. Specifically, we normalized each histogram
Hx(i, t) to have a mean value of 0.0 and a standard deviation of 1.0.

To make the data set more manageable, we first combined time slices based on their
similarity. The difference between time slices t1 and t2 is defined as:

∑
i

∑
x
|(Hx(i, t1)−Hx(i, t2)| (3.4.1)

We then combined spatial grid cells where the distance was smallest and the grid was
spatially connected. The distance between grid cells i and j is defined as:

∑
t

∑
x
|(Hx(i, t)−Hx( j, t)| (3.4.2)

As is usual for this type of explorative clustering, we arbitrarily set the number of par-
titions to help us intuitively understand the phenomena occurring in the environment. We
chose to use 40 spatial partitions and 4 temporal partitions. Figure 3.8 shows a visualized
output of the analysis. The partitions are color-coded according to the dominant local behav-
ioral primitive in each area. Blue (medium gray on monochrome printouts) represents the
areas where the fast-walk behavior occurred more frequently than any other local behaviors.
Thus, people tend to pass directly through this area, which can be thought of as “corridor”
space.

The areas where the idle-walk primitive occurred most frequently are colored with green
(or light gray).

22In this study,we obtained approval fromshopping mall administratorsfor this recordingunder the condition
thatthe information collectedwould be carefully managed and only used for researchpurposes.The experimental
protocol wasreviewed andapproved byour institutional review board.
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Figure 3.8: Analysis of the use of space. (a)Weekday 11am-5pm, weekend 12-1pm
(b)Weekday 5-6pm (c)Weekday 6-7pm (d)Weekend 11am-12pm, 1-7pm

In some areas, the use of space was very clearly observed to change as a function of
time. The lower left area is in front of a shop. When the shopping arcade was busy in the
evening, as in Figure 3.8 (b), with people coming back from the theme park, many people
were observed to slow down in front of the shop, and the “corridor” space changed into “in
front of shop” space with idle-walk becoming dominant (photo: Figure 3.9 (a)); however,
when there were not so many people, such as midday during the week as in Figure 3.8 (a),
these areas disappeared and became similar to other “corridor” space. The lower right side
of the map represents the side of the corridor, where people tend to walk slowly when the
arcade is busy (Figure 3.8 (b) and (c)); these areas also disappeared and became similar to
other “corridor” space (Figure 3.8 (a) and (d)).

The areas where the stop primitive was most frequent are colored with dark brown (or
dark gray). In Figure 3.8, these areas can mainly be found in the upper center (photo: Figure
3.9 (b)) and the bottom right (photo: Figure 3.9 (c)). These areas contain benches, and can
be considered “rest space”.

In the upper center area, below the word ‘map’, there is a small space where stop is
the dominant primitive in Figure 3.8 (a) whereas idle-walk is dominant in (b) through (d).
A map of the shopping arcade is placed on that wall. Customers sometimes slowed down,
stopped, and looked at this map (Figure 3.9 (d)). The statistical analysis clearly revealed this
phenomenon as defining a distinct behavioral space.

The areas where the wandering primitive was dominant are colored with pink (or very
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Figure 3.9: Examples of the actual use of the space. (a) Idle-walk in front of a shop. (b) Stop
at a bench. (c) Stop at rest space. (d) Map.
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light gray). All maps in Figure 3.8 show the space immediately in front of the shop as
having this property. The areas where none of the primitives were dominant, such as the
bottom-right space, are colored white. These areas were not used so much.

To summarize, we have demonstrated that through this analysis technique, we can sepa-
rate space into semantically meaningful areas such as the corridor, the space in front of the
shop, the area in front of the map, and the rest space. It also reveals how usage patterns
change over time, such as the change of dynamics in the space in front of the shop.

3.4.3 Global Behavior
Based on the accumulated trajectories, we analyzed how people visited the shopping mall.
In this section we introduce a method of extracting typical global behaviors.

Preparation: State chain models

We analyzed trajectories based on the state chain model illustrated in Figure 3.10. That
is, we converted , represented in x-y coordinates, to a sequence of states, based on spatial
partitioning. is defined as, where An is the partition the point in trajectory p belongs to. In
the example in Figure 3.10, the trajectory starting from partition 1, stayed in partition 1 for 3
time steps, then entered briefly into partition 2, and moved back to the partition 1 . . . , which
is represented as the sequence of states 1, 1, 1, 2, 1, . . .

Figure 3.10: State chain model.

Distance between trajectories

We calculate the distance between two state chains, and , by using a DP matching method
(widely used in many research domains, e.g. [136]), which is identical to the comparison of
strings known as the Levenshtein distance. Figure 3.11 illustrates this trajectory comparison
technique. Here, we set the distance between partitions as the distance between the centers
of the partitions. The cost for “insert” and “delete” operations is calculated as this partition
distance plus a constant parameter, which represents the tradeoff cost between time and
space.
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Figure 3.11: Comparison of trajectories based on DP matching. (a) Two trajectories. (b)
Comparison of state chains of trajectories.

For the DP matching, we again partitioned the space into a 25cm grid (2360 grid ele-
ments), to easily compare trajectories. The DP matching method was chosen for its sim-
plicity and the fact that it does not require particular tuning of parameters. Since global
behaviors naturally emerge through the interactions between people and their environment,
we believe that it is best to minimize the number of parameters that need to be adjusted
manually, keeping the process simple and generalizable.

The trajectories are segmented into 500 ms time steps, and they are compared with each
other based on the physical distance between them at each time step. To this is added a
cost function, based on “insert” and “delete” operation costs in the DP matching, where we
defined the cost of a single insertion or deletion to be 1.0 m.

In addition, this state-chain representation reduces calculation cost. For example, we
compared calculation cost based on raw trajectory Pi and state chain Si for retrieving global
behavior with a k-means clustering method from 28 trajectories. The state-chain method
costs 0.53 sec while the raw-trajectory-based method costs 9.56 sec. Thus, using the state
chain is eighteen times faster. We cached the calculation of distance between partitions in
the state-chain-based method (that is, insert, delete, and substitute costs in DP matching),
which also greatly improved the calculation speed.

Clustering and Visualization

We classified trajectories with a k-means method to identify typical visiting patterns. The
distance between trajectories was provided from DP matching method mentioned above. We
separated the space into 50 similarly-sized partitions by the k-means method [86] for this vi-
sualization, although the actual computation used 2360 partitions. We did not use these 2360
partitions or the result of analysis of the space shown in Figure 3.8 for the purpose of this
visualization, since we are interested only in the transition pattern. K-means clustering of the
space is one method which can provide similarly-sized polygonal spatial divisions distributed
over the map with an arbitrary resolution, which are useful features for the visualization of
global behavior.

Figure 3.11 shows a visualization of the global behaviors at k=6. In this visualization,
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each area is colored according to its dominant local behavior primitive, and transitions be-
tween adjacent areas are shown as arrows. For example, blue represents fast-walk, and green
represents idle-walk. Solid colors indicate a frequency of occurrence of at least one standard
deviation above average, and lighter tints represent weaker dominance, down to white if the
frequency is at least one standard deviation below average.

The transitions between adjacent areas are computed for each pair of adjacent areas by
counting the transitions in the state chains of the trajectories that belong to each global be-
havior. Frequent transitions between adjacent areas are shown by arrows. An arrow is drawn
from partition i to j when (Nij – Nji) is larger than a threshold (here, set as 0.1) where Nij
indicates a transition from i to j.

Of course, we can analyze behavior patterns at any k value; a larger number k will result
in more detailed separation of visiting patterns.

We can interpret about six typical global behaviors from Figure 3.12:
(a) Pass through from right to left (7768 people)
This pattern represents one of the major flows of people, who are coming back from the

theme park (on the right) on their way to the train station (on the left). In this pattern, most of
the areas are colored blue because the most frequent primitive in those areas was fast-walk.
In front of the shop, there are some areas colored green, which represent spaces where people
slow down to look at the shop.

(b) Come from the right, and stop at the shop (6104 people)
This pattern is similar to the pattern (a); but people either stop at the shop or go through

the shop to go to the left area, as trajectories mostly disappeared at the shop.
(c) Pass through from left to right (7123 people)
This is also a major pattern, where people are coming from the train station and going

in the direction of the theme park. In contrast to the patterns in (a) and (b), people rarely
stopped or slowed down in front of the shop.

(d) Rest at the rest space (213 people)
In this pattern, people mostly spent time in the bottom right rest space (Figure 7 (c))

where benches were placed.
(e) Around the rest space and right (275 people)
Similar to the pattern in (d), but people moved around the right area more, and not around

the shop area. Some people also stopped in front of the map or the upper rest area.
(f) Around the shop and bench (334 people)
People mainly came from the left side, walking slowly, and stopped in front of the shop

as well as in front of the map.
In summary, this analysis technique has enabled us to extract typical global behavior

patterns. These results show that most people simply pass through this space while a smaller
number of people stop around the rest space or the map area. People tend to stop at the
shop more often when they come from the right, a result which makes intuitive sense, as the
shopping arcade is designed mainly to attract people coming back from the theme park.
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Figure 3.12: Six typical patterns of global behavior. (a) From right to left. (b) From right
and stop at the shop. (c) From left to right. (d) Rest at the rest space. (e) Around the rest
space and right. (f) Around the shop and bench.
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3.5 Anticipation System
Robots differ from other computing systems in that they are mobile, and it takes some time
for a robot to reach a person in need of its service. Thus, the ability to anticipate people’s
actions is important, as it enables the robot to proactively pre-position itself so it can provide
service in a timely manner.

We assume here that the robot’s service is targeted towards people who are performing
some particular local behavior, such as stop or idle-walk. The robot system uses the results
of the analysis about the use of space and global behavioral primitives to anticipate the
occurrence of this “target behavior”. At the same time, the robot system tries to avoid people
who are performing particular local behaviors, such as fast-walk, which we refer to as “non-
target behavior”. To anticipate local behaviors, we use two mechanisms: location-based
anticipation and behavior-based anticipation.

3.5.1 Location-Based Anticipation
As shown in Figure 3.8, the system has use-of-space information about the frequency of the
local behaviors associated with spatial and temporal partitions. The robot uses this informa-
tion to estimate the locations in which people will be statistically likely to perform the target
behavior. In addition, we assume that a moving robot would attract people’s attention more
than a robot standing still, which makes it easier for the robot to initiate interaction; thus, the
system provides a path for the robot to roam around such locations, rather than choosing a
single point at which to wait.

Figure 3.13 shows an example anticipation map. The darker areas represent areas where
the system anticipates both a high likelihood of the target behavior and a low likelihood of
the non-target behavior. In the graph, areas where the likelihood of the non-target behavior
is higher than the likelihood of the target behavior are shown in white.

The robot roams through this high-likelihood area looking for people. At each time slice
t, the system updates the roaming path, ~Px , to maximize the roaming value calculated from
candidates of all possible straight-line paths from 1m to 5m in length on the 25cm-grid, using
the following equation.

roaming_value(~Px, t) = ∑
i∈~Px

(Htarget(i, t)−Hnon−target(i, t)) (3.5.1)

where represents the histogram of the target behavior at the point grid i at time slice t
(see IV B for the calculation to retrieve the histogram).

After finding the best path, the system modifies it according to safety considerations; the
robot is constrained to operate within a safety buffer of two grid elements from the outside
of observed area (these areas are too close to a wall for the robot to pass through), so the
points of the path are translated to the nearest points within the safe area. The black line in
Figure 12 represents its automatically-generated roaming path.
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Figure 3.13: Example of anticipation map. (a) Weekday 11am-5pm, idle-walk. (b) Weekday
11am-5pm, stop.

In one scenario, the robot’s task might be to invite people to visit a particular shop. In
this case, selecting idle-walk as the target behavior and fast-walk as the non-target behavior
might be appropriate, since the robot wants to attract people who have time and would be
likely to visit the store. Figure 3.13 (a) is the anticipation map for this scenario, calculated
for the behavior patterns observed on weekdays between 11am and 5pm. Several areas away
from the center of the corridor are colored, and the roaming path is set in front of the shop.
Note that the best path in this case is slightly below the line shown in the figure, but this
area is very close to the boundary of the observed map. The robot’s final path was translated
about 50cm away from the edge for safety reasons.

In a different scenario, the robot’s task might be to entertain idle visitors who are taking
a break or waiting for friends. Particularly because this shopping arcade was situated near a
theme park, this is quite a reasonable expectation. In this case, it would be more appropriate
to select stop as the target behavior and fast-walk as the non-target behavior. Figure 3.13 (b)
is the anticipation map for this second scenario. In this case, only a few areas are colored.
The roaming path is set to the bottom-right area.

Note that since the roaming path was automatically calculated based on the anticipation
map, no additional knowledge about the space was provided by designers.

3.5.2 Behavior-Based Anticipation
The second technique used for anticipating local behaviors is to estimate the global behaviors
of people currently being observed, and then to use that information to predict their expected
local behaviors a few seconds in the future.

To ensure prediction accuracy, we used a large number of clusters for the global behavior
analysis. We clustered the human motion data collected earlier into 300 global behavior
patterns. For this analysis, since we are interested in behaviors several seconds in the future,
we only used trajectories observed for a sufficient amount of time. We filtered out trajectories
less than 20 seconds long, leaving 11,063 trajectories for analysis. Next, to predict the global
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behavior of a new trajectory which has been observed for T seconds, the system compares
the new trajectory with the first T seconds of the center trajectory of each of the 300 clusters,
using the same DP matching technique applied earlier for deriving the global behaviors. The
cluster with the minimum distance from the new trajectory is considered to be the best-fit
global behavior for that trajectory.

Figure 3.14: Accuracy of the prediction of global behavior

Figure 3.14 shows the prediction accuracy for observed trajectories from 0 to 25 seconds
in length. Here, we used 6 of the 7 days of data to create the prediction model, and tested its
ability to predict the remaining one day of the accumulated data. The prediction is counted to
be successful if the predicted global behavior matches with the one the trajectory belongs to,
i.e. the classification result after observing the whole length of the trajectory. The accuracy
accounts for only trajectories of total length greater than 20 seconds, as we filtered out shorter
trajectories for calculating global behaviors. The result labeled “1st” represents the case
where the best-fit global behavior at time T was the correct one (the cluster the trajectory
finally fit with at completion). The result labeled “5 best” is the result if we define success
to mean that correct global behavior falls within the top 5 results. Performance levels off
after 20 seconds. Since there are 300 global behaviors, we believe that a success rate after 10
seconds of 45% and after 15 seconds of 71% for “5 best” represents fairly good performance.

After the most likely global behaviors are selected, the person’s future position and local
behavior are predicted based on an “expectation map.“ An expectation map is a data structure
prepared a priori for each global behavior. For each 500-ms time step along the trajectories,
a 25-cm grid representation of the observed space is added to the map. Each element of
this grid contains likelihood values for each of the four local behaviors to occur in that
location at any time after that time step. These likelihood values are empirically derived
from the original observed trajectories falling within the chosen global behavior cluster, and
they represent the average frequency of the occurrence of each local behavior after that time
step. We used the 5-Best result to create an expectation map for the person by combining
expectation maps from each of the 5-Best global behaviors.
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Figure 3.15: Example of prediction of future behaviors.

Figure 3.15 shows expectation maps for various time increments. The solid circles rep-
resent the positions of people walking through the space, with the person of interest outlined
in red. The expectation map for that person’s estimated global behavior is shown, where
the area colored blue represents the area where fast-walk is expected, and the green area
represents the area where idle-walk is expected. The three figures in the top row show the
trajectory for person 1, who was first observed at time t1. The first figure shows time t1 +
5 sec, where the expected local behaviors can be seen tracing a path through the corridor,
heading toward the upper right. In fact, this course was correctly predicted, and the person
followed that general path. The second line is the trajectory for person 2, first observed at
time t2. Here, since the person walked slowly, it predicted the course to the left with idle-
walk behavior. At time t2+15, it started to predict the possibility of stop at the shop, which
finally came to be true at time t2+22.

We measured the accuracy of position prediction for four time windows: 0-5, 5-10, 10-
15, and 15-20 seconds in the future. Predictions were begun after a trajectory had been
observed for 10 seconds, as the estimation of global behavior is not stable until then. We
again used 6 days of data from the accumulated trajectories to predict the data of the remain-
ing day. Our method predicts the future position as the center-of-mass of the expectation
map. Figure 3.16 compares our method with position prediction based on the velocity over
the last second. As the velocity method cannot account for motions like following the shape
of the corridor, our method performs about twice as accurately.

We then measured the correctness of the system’s predictions of the future positions and
local behaviors for each person, evaluated in four places (indicated by three-meter circles in
Figure 3.17) where qualitatively distinct behaviors were observed in the use-of-space analy-
sis. For each place, at each moment, the system predicted whether the person would exhibit
each of the local behaviors at that place for forecast windows of 0-5, 5-10, 10-15, and 15-20
seconds.
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Figure 3.16: Prediction accuracy for position.

Figure 3.17: Places used for measuring performance.



3.5. ANTICIPATION SYSTEM 63

Figures 3.18 and 3.19 show the system’s prediction performance. In each figure, the
left graph shows the accuracy of the prediction for the case where the target local behavior
occurred at each place, and the right graph show the accuracy of the prediction where the
behavior did not occur. We define the occurrence of the local behavior as the case where the
person appeared at the place in the predicted 5-second window (e.g. between 5 sec and 10
sec), and performed the target local behavior more than other local behaviors. The accuracy
value used for each person is the average across all predictions made for that person, and the
value shown in the graph is the average across all people.

Figure 3.18 shows that the prediction was fairly accurate for the stop behavior, partic-
ularly at the bench and the rest space. Prediction was 92% accurate at the bench even for
15-20 seconds in the future, while non-occurrence was predicted with 88% accuracy. This
good performance was due to the fact that people who stay in these areas often stay for a long
time. Results were more marginal at the map and shop, with 62% accuracy for occurrence
and 63% for non-occurrence predicted at the shop for 0-5 seconds in the future. For 15-20
seconds in the future, the performance is still marginal, with 48% accuracy for occurrence
and 71% for non-occurrence predicted at the shop.

In contrast, as Figure 3.19 shows, the system predicted idle-walk with high accuracy 0-
5 seconds ahead at the map and the shop. Even for 15-20 seconds ahead, the system was
able to predict 33% of the occurrences at the shop as well as 86% of the non-occurrences,
which we consider to be a good result, as it is rather difficult to predict walking behavior in
the future. The prediction of occurrence was not successful at the rest space, as the system
mostly predicted non-occurrence, since idle-walk rarely happened there.

Figure 3.18: Prediction accuracy for stop behavior. (a) Behavior occurred at the place. (b)
Behavior did not occur at the place.

Regarding the remaining two behaviors, for wandering (Figure 3.20), the system pre-
dicted over 50% of occurrences and 85% of non-occurrences for 0-5 seconds ahead at all
four places. For the 15-20 second window, it predicted 73% of occurrences and 93% of non-
occurrences at the bench but not so well for the map and shop. It predicted fast-walk (Figure
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Figure 3.19: Prediction accuracy for idle-walk behavior. (a) Behavior occurred at the place.
(b) Behavior did not occur at the place.

Figure 3.20: Prediction accuracy for wandering behavior. (a) Behavior occurred at the place.
(b) Behavior did not occur at the place.
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Figure 3.21: Prediction accuracy for fast-walk behavior. (a) Behavior occurred at the place.
(b) Behavior did not occur at the place.

3.21) at map and shop well until 10 seconds; for example, it predicted 86% of occurrences
and 60% of non-occurrences at the shop for 5-10 seconds in the future, though it does not
predict the future well beyond 10 seconds.

We believe these anticipation results are useful for the robot. The robot is designed
to wait for people in areas where it anticipates frequent occurrence of the target behavior.
Behavior-based anticipation performs particularly well in areas where the anticipated behav-
iors occur often, such as stop near the benches and rest space, and idle-walk in the corridor in
front of the map and shop. As these are the areas predicted by the location-based anticipation
method, the two anticipation techniques complement each other nicely.

3.6 Service from A Social Robot

In this section, we show examples where a social robot provides services using our system. A
human designer defines the contents of the service as well as the context in which the robot
should provide the service. Here, the notable point is that the designer only specifies the
target local behavior, such as “stopping”. The robot system then automatically computes the
information about space and global behavior so that the robot can efficiently wait for people
in promising areas, and then proactively approach people who are anticipated to perform the
target local behavior.

For these services a robot has an advantage over cellular phones or other mobile devices,
in that people do not need to carry any hardware; however, there is the additional challenge
that robots need to approach the person quickly enough to start the service. For this purpose,
anticipation plays an important role.
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3.6.1 Robot Hardware
“Robovie” is an interactive humanoid robot characterized by its human-like physical expres-
sions and its various sensors [84](Figure 3.22). Robovie has a head, two arms, a body, and
a wheeled mobile base. Its height and weight are 120 cm and 40 kg. The robot has the fol-
lowing degrees of freedom (DOFs): two for the wheels, three for its neck, and four for each
arm. On its head it has two CCD cameras as eyes and a speaker for a mouth. It is equipped
with basic computation resources, and it communicates with the sensor network via wireless
LAN. We used a corpus-based speech synthesis [87] for generating speech.

3.6.2 Entertainment Application
The first example of an application that we would like to discuss is an entertainment robot,
which interacts with people in the form of chatting. As mentioned earlier, the shopping
arcade is next to an amusement park, so it is a reasonable for the robot to be entertaining
people who have free time. In addition, we think that such an entertainment service would
be reasonable for a robot in other environments as well, as robots today are still an exciting
novelty.

The chat was about the attractions in the amusement park. For example, the robot says,
“Hi, I’m Robovie. Yesterday, I saw the Terminator at Universal Studios. What a strong
robot! I want to be cool like the Terminator. ’I’ll be back...’ ”. We set the target local
behavior as stop, and non-target as fast-walk, in order to serve people who are idle.

Figure 3.22: Robovie.

We conducted a field trial to investigate the effectiveness of the system. Figure 3.23 is a
scene where the robot is approaching a person who is “stopping”. Based on the anticipation
mechanism and its current position, the robot set its roaming path near the bench and waited
for a person to approach. When the robot predicted that a detected person would probably
do the stop behavior, the robot began positioning itself near her general area (pre-approach)
(Figure 3.23 (a)). When she came in front of the shop, she stopped (partly, we assume,
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Figure 3.23: Robot approaching a person to chat.

because she was intending to stop regardless of the robot, and partly because she noticed the
robot approaching her). Once she stopped, the robot approached her directly, and they had a
chat (Figure 3.23 (b)). This is a typical pattern illustrating how people and the robot started
to interact. Overall, people seemed to enjoy seeing a robot that approached them and spoke.

To evaluate the performance, we compared the situation with the developed system “with
anticipation”, and “without anticipation”, and measured how much the anticipation mecha-
nism improved the efficiency. In the “without anticipation” condition, the robot simply ap-
proached the nearest person who is doing the stop behavior. We measured the performance
for one hour in total for each condition. We prepared several time slots and counter-balanced
the order.

Figure 3.24 shows the number of people to whom the robot provided services. Due
to the novelty of the robot, people often initiated interactions on their own; in such cases,
the anticipation mechanism is irrelevant. Thus, we classified the robot’s interactions into
two categories. The first case, “robot-initiated”, is the situation where the robot initiated
the service by approaching the person and entering into conversation distance. Thus, the
number of “robot initiated” services indicates how the robot’s anticipation system improved
the efficiency of the service. The second case, “person-initiated”, is the situation where the
person approached the robot while it was talking to someone else. Figure 3.23 shows one of
such scenes. In this scene, when the robot was talking with the girls, a child came from the
left. When the girls left, the child stood in front of the robot to start talking with it.

The results in Figure 3.24 indicate that the number of “robot-initiated” services in “with
anticipation” is much larger than “without anticipation.” In other words, anticipating enables
the robot to provide the service more efficiently. Due to the novelty factor of the robot,
the number of “person-initiated” services is quite large. We believe that in the future when
robots are no longer so novel to people, there will be less person-initiated interaction, and
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the results concerning anticipation will become much more significant.

3.6.3 Invitation Application
The second example is one in which the robot recommends and invites the customer to visit
a shop. In the shopping arcade, attracting people’s attention to shops and products is an
important task. We believe that this is also a reasonable service to expect from a robot, as
the novelty of robots makes them very effective in attracting people’s attention. The contents
the robot provided were simple; for example, the robot said, ”Hello, I’m Robovie. Do you
enjoy shopping? I’d like to recommend this shop, where they sell clothes by the kilogram¡‘
Whenever it mentioned a shop, it pointed the direction of the shop with a reference term
“this” or “that” [166].

We chose idle-walk as the target local behavior, because people who are walking slowly
might be window-shopping. We set the non-target local behavior as fast-walk, so as not
to bother people who seem uninterested in shopping. We used anticipation and the pre-
approach function for the idle-walk behavior; when the robot predicted a person’s future
behavior as idle-walk, it moved towards that person’s location.

We ran a field trial with the invitation robot in the shopping arcade as well. Just as in the
entertainment application, the robot modified its behavior in accordance with the anticipation
mechanism; the robot roamed around in front of the shop, where idle-walk was anticipated
to be most likely, and approached people who were window-shopping.

In the demonstration, many people were interested in the robot and listened to its invita-
tions. Figure 3.26 shows an impressive example where the robot approached a couple who
were performing idle-walk. When the robot pointed to the shop and gave its recommendation
(Figure 3.26 (c)), they smiled with surprise to see a robot performing a real business task.
After the robot mentioned the shop, the woman walked directly to the shop and entered it
(Figure 3.26 (d)). Observing such behavior indicates that such an invitation task can be a
promising application. As indicated above, the robot was able to attract people’s attention
and redirect their interests to shops and products.

3.7 Discussion

3.7.1 Does the presence of the robot affect global behavior?
Our model is based on data recorded without having a robot in the environment. Thus, the
system tried to predict people’s behavior independent of the presence of the robot. However,
as a robot is still a novel object, some people were attracted by the robot, slowed down,
approached the robot, and even talked to the robot. In this case, the prediction cannot be
correct, since such the behaviors are not in the model.

For the application shown in this paper, this had a positive effect on the robot’s ability
to provide the service. Even when the prediction from the robot was incorrect, as the robot
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Figure 3.24: Number of services provided.

Figure 3.25: A child initiates interaction with a robot.
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Figure 3.26: A robot successfully inviting a person to a shop.
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approached, sometimes the person was nevertheless attracted by the presence of the robot,
and stopped, which enabled the robot to provide its service.

For a different possible application such as a delivery task where the robot tries to avoid
people in idle-walk and stop, however, this would affect the robot’s ability negatively, as the
robot’s presence might attract a busy person to stop, and as a result the robot’s route would
be blocked. Thus, it will be useful to create a behavior model incorporating the effects of the
robot.

3.7.2 To what extent is accuracy of positioning required?
In this study, we used a robust and accurate positioning technique with laser range finders;
however, the whole approach does not depend on the positioning algorithm. In our previous
work [82], we reported the analysis of global behavior where tracking was performed with
RFID tags and readers, which provides people’s position with 2.8 m error in an 80 x 40
m space. Like that example, our method is applicable for trajectories obtained through a
different positioning technique. On the other hand, the classification of local behavior is
based on some details of the position data. Thus, better positioning techniques will provide
a better performance in local behavior classification.

One important characteristic of our positioning technique is robustness in terms of the
continuity of the trajectory. Our method of analysis of global behavior requires that the whole
length of the trajectories be observable. Thus, our method can be used with any tracking
system that provides robust continuity of trajectories, even if it provides less positioning
accuracy, e.g. our example with RFID tags and readers, but might be not feasible using a
method without robustness in tracking.

3.7.3 Other possibilities of services with robots
Since we intended to highlight the connection between the robot and the infrastructure with
ubiquitous sensors, we focused on the beginning part of the service (finding a person, ap-
proaching, and initiating conversation), and show two simple examples of services such a
robot could provide. These services are appropriate under the situation where a robot is
novel to people. Even such simple services provide enough value to people who are eager to
experience an interaction with the robot. As a future scenario, we can extend the service by
having a designer in the context design. For example, many people stopped in front of the
map, which can be seen in the analysis of the use of space; after discovering this fact, we can
design a robot to provide guidance services for a person who is standing in front of the map.

3.7.4 Other Possible Applications
We believe that the infrastructure shown in the paper can be useful for other systems, e.g.
ubiquitous computing applications. One possible direction is to apply it to ambient intelligent
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environments, in which facilities (robots, display, music, illumination, etc.) are proactively
controlled according to the types of users. For instance, an electronic poster could anticipate
who is likely to stop nearby, and change its advertisement content in advance to something
targeted to that person.

Another possibility is to combine it with mobile devices. Although GPS and WiFi have
been used for locating people, laser range finders can provide more accurate positioning.
The information provided by the infrastructure developed here could also complement other
location-based services. For instance, if a user with a mobile device providing pedestrian
navigation information entered a space with this infrastructure available, the device could
then present additional information appropriate to that user’s anticipated global behavior.

3.7.5 Privacy Concerns
Systems operating in public spaces should be carefully designed to protect the privacy of
people. In our application, the system does not identify individuals (e.g. names), and it
finishes tracking people when they leave the environment. We believe that this is a privacy-
safe application. When the system is scaled up (e.g. extended to cover a large area, or
associated with personal information), privacy should be more carefully considered.

3.8 Conclusion
We reported a series of abstraction techniques for retrieving information about people’s be-
havior from their trajectories. Based on robust tracking with multiple laser range finders,
more than ten thousand trajectories have been accumulated. Clustering techniques revealed
how they used the space as well as their global behavior in the environment. Our service
framework includes an anticipation system: it utilizes abstracted information to send a robot
to provide services to people who are exhibiting a pre-defined local behavior associated with
a particular service. It is notable that designers need to only specify target local behavior to
use the anticipation system.

Results from our field trial demonstrated the effectiveness of the service framework, and
also indicated that entertainment and invitation are promising applications for the robot.
People appeared excited about the presence of the robot, enjoyed interacting with it, and
sometimes followed its invitations. The service framework developed here enables the robot
to provide such services in a real shopping arcade. Further details about people’s response to
the robot were examined in more detail in succeeding studies, e.g. a study of social behavior
in approaching humans [139] and integration of different capabilities of robots [151], which
are based on the techniques and service frameworks reported in this paper.



Chapter 4

Teleoperation of Multiple Social Robots

This chapter presents a system for assisting robots in conducting conversational interactions
by employing a remote human operator to perform speech recognition and other tasks. As it
would be inefficient to require one human to assist each robot, the proposed design enables
a single human operator to serially assist several robots. As recognition capabilities and
autonomy of the robots improve over time, efficiency will increase, and one operator will
become able to supervise large robot teams.

Teleoperation of multiple robots by a single operator has been studied extensively for
applications such as search and navigation; however, this concept has never been applied
to the field of social, conversational robots. This chapter explores the unique challenges
posed by the remote operation of multiple social robots, where an operator must perform
auditory multitasking to assist multiple interactions at once. This chapter will discuss several
important design issues, present models and metrics for task performance, and introduce a
technique called “Proactive Timing Control,” an automated method for smoothly interleaving
the demands of multiple robots for the operator’s attention.

4.1 Introduction
As rapid progress is being made on all frontiers of robotics technology, many of the key
components necessary for developing socially-situated autonomous robot systems are falling
into place. Field trials of social robots placed in real-world environments such as museums
[15, 152, 159], schools [55, 83, 113], and train stations [65], have shown great success and
provided valuable insights into real-world social phenomena which cannot be observed in
the laboratory.

Yet, inspiring and exciting as it is to see robots operating in the field, the inescapable
reality is that social dynamics and recognition problems are complex, and today’s technology
is not yet capable of supporting a fully-autonomous robot playing a humanlike role in society.
Any robot will eventually find itself in unanticipated circumstances, where failure to respond
appropriately could lead to socially awkward, money-losing, or even dangerous situations.

73
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Figure 4.1: A robot providing route guidance in a shopping mall.

A field trial we recently conducted at a Japanese shopping mall [85] illustrates an ex-
ample of a social robot application. We placed a humanoid robot in a central public space
in the shopping mall for several hours a day, where it chatted with visitors and provided
information and route guidance to locations within the mall. Customers were excited by the
engaging interactions, and people crowded around the robot every day, waiting for a chance
to talk with it (Fig. 4.1).

Although a large part of the attraction of social robots is their ability to “understand”
natural language and engage people interactively, this task is still largely beyond the capabil-
ities of today’s robots to achieve without a human operator. Field trials using robots in social
settings have often involved some degree of remote control, referred to as the “Wizard of
Oz” (WoZ) method [59, 185]. Although pure teleoperation can be valuable for studying hu-
man reactions to robot behaviors, it does not necessarily represent progress towards creating
fully-autonomous or highly-autonomous social robot systems.

With real-world semi-autonomous robot applications as a goal, our long-term approach is
to begin with a partially-autonomous system, and to steadily decrease the role of the operator
over time with improvements in robot technology. As robot autonomy increases, it will be
possible for one operator to control several robots. The operator-to-robot ratio could be
considered as one measure of the degree of autonomy of a robot system.

Seen from a commercial perspective, a fleet of ten service robots controlled by a single
human operator would be more economically viable than the same number of robots requir-
ing a team of twenty operators, and even highly autonomous industrial robots generally have
a human in the loop in a supervisory role. Thus, while full autonomy for social robots is not
yet feasible, partial autonomy with a low operator-to-robot ratio could enable social robot
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applications which would be otherwise impractical.
In this paper, we address the unique challenges of single-operator-multiple-robot (SOMR)

operation for the case of social robots. In Sec. III we present a framework in which we
categorize and discuss the key issues in designing such a system. Based on this conceptual
framework, we implemented a semi-autonomous robot control system for social interactions,
enabling a single operator to monitor and control several communication robots at once. The
details of our implementation and solutions to key problems are presented in Sec. IV. In
the remainder of the paper, we present results showing the effectiveness of our system in
simulation, as well as laboratory trials demonstrating that a single operator is able to suc-
cessfully control up to four robots at once as they simultaneously engage in conversational
interactions.

4.2 Related Work

In this paper we are exploring semi-autonomous control of multiple robots for social human-
robot interaction, by which we mean conversational interaction between a robot and one or
more people. In other fields of robotics, such as search-and-rescue or space exploration,
many aspects of both single- and multiple-robot teleoperation are active fields of research,
but multiple-robot teleoperation has not yet been studied for social robots.

A substantial amount of work has been done regarding levels of autonomy for teleop-
erated robots. The concept of “shared autonomy” describes a system in which a robot is
controlled by both a human operator and an intelligent autonomous system, a concept which
has been used in fields such as space robotics [14] and assistive robotics [179]. The con-
cept of “adjustable autonomy”, also known as “sliding autonomy,” has also been studied, in
which varying degrees of autonomy can be used for different situations [80, 57, 141, 145].

Other teleoperation research has focused on control interfaces for teleoperation. A wide
variety of teleoperation interfaces have been created for vehicle control [39, 18], and the
unique problems of controlling body position in humanoid robots have also been studied
[156].

Several aspects of simultaneous control of multiple robots have also been studied. Hill
and Bodt presented field studies observing the effects of controlling multiple robots on oper-
ator workload [70]. Sellner et al. studied the situational awareness of an operator observing
various construction robots in sequence [146], and Ratwani et al. used eye movement cues
to model the situation awareness of an operator supervising several UAV’s simultaneously
[131].

A key issue in multiple-robot teleoperation is the concept of “fan-out,” which describes
the number of robots an operator can effectively control [26]. Crandall and Goodrich have
laid a theoretical basis for the modeling of SOMR teleoperation, defining metrics such as
Interaction Time (IT) and Neglect Tolerance (NT) to help with calculation of robot fan-
out and predicting system performance [22]. Thus far, studies of fan-out in multiple-robot
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Figure 4.2: General overview of multi-robot control system showing key design areas.

teleoperation have focused on tasks such as search and navigation for mobile robots [21], or
target selection for UAVs [24], but not social human-robot interaction.

In this paper we will build upon this research to define a new application domain: the
teleoperation of multiple robots for social human-robot interaction tasks. In doing so, we aim
to identify ways in which existing SOMR teleoperation principles can be applied to social
robots, and to examine ways in which social robots differ from traditional systems.

4.3 Issues in Teleoperation of Multiple Social Robots

The teleoperation of multiple robots for social interaction is in some ways analogous to
SOMR teleoperation for conventional robots, and in other ways presents new challenges.
Extensive research has been done on teleoperation for tasks such as robot navigation, and we
have summarized how the issues in teleoperation for conversational social interaction differ
from those regarding many kinds of teleoperation for navigation (Table 4.1). Of these differ-
ences, perhaps the most significant is the time-critical aspect of conversational interaction.
Time-criticality itself is not unique to social robotics, and time-critical tasks exist, for exam-
ple, in UAV teleoperation; however in most SOMR systems, robots can buy time by “idling”
or “loitering” until an operator becomes available, whereas a robot waiting in silence dur-
ing a conversation would quickly cause failure of the interaction. Thus time-criticality is a
central factor affecting several of the key issues in teleoperation of multiple social robots.

Fig. 4.2 shows the general organization of a SOMR system for social human-robot inter-
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Navigation Social interac-
tion (this study)

New problems in so-
cial interaction

Operator’s role Obstacle avoid-
ance. Giving
current position,
path, goals.

Understanding the
user’s intention
and providing
required service

Source of input to
operator

Scenery + Map Audition
(+scenery)

Cannot monitor multi-
ple sources simultane-
ously

Operator’s output
(low level control)

Velocity Utterance, ges-
ture, +(body
orientation and
position)

Typing and controlling
many DOFs for gestur-
ing are very slow

Operator’s out-
put (abstracted
control)

Position (destina-
tion)

Behavior (com-
bination of
utterance and
gesture)

Difficult to prepare for
minor cases in advance

Consequence
of ignoring er-
rors caused by
autonomy

Crash into obsta-
cle, or lose the
robot

Person might
get lost, buy
wrong product,
or receive wrong
service.

Definitely we should
not ignore errors in ei-
ther case

Can robots wait
after an error is
detected?

Yes, in most
cases.

No. Users might
soon leave if a
robot stops.

An operator should
take control of the
robot immediately.

Can robots antici-
pate the timing of
possible error?

Not usually. Yes. Most errors are from
speech recognition, of-
ten after the robot asks
a question.

Table 4.1: Differences in teleoperation between navigation (Fundamental tasks for mobile
robots [163]) and social interaction.
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action. In this paper we will use the terms “operator” and “customer” to describe the roles
of humans in the system. This choice of terms is not meant to preclude other roles of the
humans in the system, e.g. teacher-student or doctor-patient, but is only used to avoid the
ambiguity of the term “user”.

Four key design areas are identified in the system diagram in Fig. 4.2. The overall sys-
tem requirements are driven by the target application, which in this case falls in the domain
of social human-robot interaction. This area includes the design of the robot’s behavior
and dialogue with the goal of creating comfortable, natural, and functional interactions be-
tween the robot and a customer. To create semi-autonomous robots which can do this, an
important issue is autonomy design, that is, how operator commands can be reconciled with
the autonomous components of the robot control system. Next, due to the time-criticality
of social interactions, multi-robot coordination is necessary to manage the attention of the
operator between robots, and to reduce conflicts between demands for the operator’s time.
Finally, teleoperation interface design is necessary to enable interaction between the oper-
ator and the robot, providing the operator with situation awareness and controls for operating
the robot.

In this section, we will present design considerations in these four areas and propose
metrics for quantifying important characteristics of SOMR systems for social interaction.

4.3.1 Social Human-Robot Interaction
The target application of social human-robot interaction drives the design of the entire robot
system. As the field of HRI covers a wide range of scenarios, it is important to clearly define
the target of this paper.

In this study we are considering conversational humanlike interactions. The task of the
robot is primarily dialogue-based, although nonverbal communication and gestures such as
pointing may also be essential interaction components.

Some examples of this type of interaction might include a robot shopkeeper which pro-
vides information about various products, an information booth robot which gives directions
and answers questions in a shopping mall, a tour-guide robot which explains exhibits in a
museum, or a public relations robot which greets people and invites them to visit a shop.

In these examples, interactions can be expected to follow a flow which includes alternat-
ing phases: one in which a person is asking a question or giving information to the robot,
and one in which the robot responds with some explanation or directions.

In the first type of phase, it is the customer’s ‘turn’ to drive the conversation, and the
robot (or operator) must correctly recognize the customer’s utterances in order to respond
appropriately. We call this type of phase a critical section, because a recognition failure
in this phase is likely to result in a failure of the interaction, such as a customer becoming
frustrated with the robot and walking away.

In the second type of phase, it is the robot’s ‘turn’ in the conversation, and the customer
is in a listening role. Responding to inputs from the customer is less important during this



4.3. ISSUES IN TELEOPERATION OF MULTIPLE SOCIAL ROBOTS 79

phase, which we call a non-critical section. This is not to say that the customer will never
interrupt the robot, but such interruptions are expected to be the exception rather than the
rule. Although recognition failures may occur in this phase, we assume that in comparison
with critical sections, there is a lower likelihood that they will result in interaction failures.

Understanding this pattern of critical and noncritical sections defined by the social inter-
action design helps to enable the coordination of operator attention between multiple robots,
as we will explain later.

4.3.2 Autonomy Design

In semi-autonomous social robot systems, it is important to define how an operator should
interact with the autonomous components of the robot’s control system. Generally speak-
ing, an operator can direct high-level tasks or identify errors that the system cannot detect
autonomously. For social robots, many necessary functions, such as tracking human posi-
tions or presenting information through speech and gesture, can be performed autonomously
using available technology. Some core background processes, such as emotional dynamics,
can also be automated for social robots [3]. It is in the recognition and interpretation of ver-
bal and nonverbal communication and the ability to make common-sense judgments based
on an understanding of context that an operator can add the greatest value.

For example, an elderly person in a shopping mall who is holding a map and looking
around might need route guidance from the robot; on the other hand, a young person in a
plaza looking around in a similar manner might just be looking for friends and not need the
service. Although a human operator could easily distinguish between these two cases using
intuition, visual cues, and implicit social context, such a recognition task would be quite
difficult for a robot to perform autonomously.

An operator can provide input to a semi-autonomous system at several levels. Consider
a simple framework for robot control, in which developers create sense-plan-act elements
based on a pre-assumed world model. Fig. 4.3 shows an example of such a system, in which
the robot can perform abstracted behaviors composed of low-level actions such as speech and
gesture. These behaviors are chosen by decision logic, based on the results of autonomous
sensor recognition.

In such a system, three categories of problems tend to occur, which define the three
primary tasks of an operator.

Uncovered situations

The richness and diversity of human behavior makes it difficult to create a predictive model
of the world for social interactions. This can lead to many uncovered situations, in which
a robot does not have appropriate rules or behaviors implemented to act autonomously. Un-
covered situations are of particular concern for systems which interact with humans.
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Uncovered situations motivated the original use of WoZ, where a dialog system was
controlled by a human operator to collect necessary dialog elements [25]. By monitoring
the interaction, an operator can provide additional information to the system and improve its
world model. The assumption behind this technique is that the robot can ultimately cover all
situations after collecting a sufficiently complete world model.

Incomplete autonomy

Even assuming a good model of the world, there are still cases when we cannot prepare all
the necessary sense-plan-act elements. In these cases an operator can be used as a substitute
for incomplete autonomy and replace those individual elements. Many WoZ studies in HRI
are of this type [164].

An example of replacing a sense element is speech recognition. Today’s speech recog-
nition technologies are unreliable in noisy environments, as observed by Shiomi et al. in
field trials [153]. It is thus not currently possible to automate this sensing task. However, an
operator can be employed to listen to the audio stream and manually input the recognized
utterances into the system. Using those inputs, the robot can still perform the plan and act
elements autonomously. Other examples in this class could include identifying a person or
object, or monitoring the social appropriateness of a robot’s actions by observing people’s
reactions to the robot.

Figure 4.3: Autonomy and operator control tasks for sense-plan-act elements in a semi-
autonomous robot control system.

An operator could likewise replace a plan element. If a robot’s action requires partic-
ular expertise or authority, such as that of a doctor, technician, soldier, or law enforcement
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officer, an operator may be required for this step. Here the robot may be able to sense the
environment and act on it, but lack the authority or accountability to make the decision to
act.

For replacing an act element, an example could be a difficult actuation task like grasping.
The robot might be able to identify an object to grasp and make the decision to grasp it, but
need assistance in actually carrying out the grasping task [155].

Note that for this style of teleoperation, the system can often prompt the operator to
perform some action. The operator acts as a “black box” in the system, performing some
defined processing task on demand, like any other module in the system.

Unexpected errors

Finally, it is possible that even if we have prepared a good world model and developed
appropriate sense-plan-act elements, the system may not always work as intended. That is,
unexpected errors may occur during autonomous operation.

In this case, an operator needs to monitor the robot to identify possible errors. In the
teleoperation tasks described above, the operator’s focus is on the environment and people
interacting with the robot, but when monitoring for errors the primary focus is on the perfor-
mance and behavior of the robot itself.

4.3.3 Multi-robot Coordination

As stated in Table 4.1, we assume an operator can only correct errors or provide active
support for one robot at a time. Particularly in the case of speech recognition, it is extremely
difficult for an operator to concentrate on two or more conversations at once. This restriction
makes the operator’s attention a limited resource.

In this paper we will model a robot’s interaction as consisting of critical sections, where
there is a high risk of interaction failure and thus a high likelihood that operator assistance
will be needed, and non-critical sections, which can safely be performed autonomously.
Critical sections tend to occur when the actions of the robot depend strongly on recognition
of inputs from the customer, and thus the consequences of a recognition error are severe.
Critical sections can also occur when there is a high probability that an uncovered situation
will arise.

Note that we consider errors in sensor recognition to be equally likely to occur in critical
and non-critical sections. However, a recognition error is much more likely to result in
interaction failure in a critical section than in a non-critical section. To prevent interaction
failures, it is desirable for an operator to be monitoring a robot during critical sections.

A fundamental conflict arises when two or more robots compete for operator attention
by entering critical sections at the same time. As noted above, social interactions are time-
critical. While the operator serves one robot, the customer interacting with the other robot is
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made to wait, which will have a negative impact on the quality of service, and possibly even
cause failure of the interaction.

In Sec IV-C, we will propose a mechanism for coordinating the interactions of the robots
to eliminate such conflicts.

4.3.4 Teleoperation Interface Design

An operator has two tasks to perform: first, supervisory monitoring of all robots to identify
unexpected situations, and second, assisting individual robots’ recognition, planning, and
actuation. Supporting both of these tasks provides a considerable challenge for the user
interface design.

Both situation awareness and actuation requirements for the user interface differ for these
two tasks as follows.

Controlling individual robots

When controlling a single robot, the operator needs to be aware of the robot’s individual
situation – with whom the robot is interacting, what that person is saying, and what the
robot is doing. For simple systems, such as an information-providing robot in a shopping
mall, this immediate information may be sufficient for the robot’s interactions. For more
elaborate systems where the robot has a long-term relationship with the customer, long-term
interaction history or personal information about that customer might be required.

This interface also requires actuation controls for correcting sensor recognition, directing
behaviors, and performing low-level control such as entering text for the robot to speak in
uncovered situations.

Monitoring multiple robots

When acting in a supervisory role and monitoring multiple robots, the operator needs to
identify and react to unexpected problems in a timely manner. A summary of the state
information about each robot should be presented to the operator in such a way as to make
errors and unusual behavior easily recognizable.

As stated in Table 4.1, an understanding of the conversation flow can make it possible to
anticipate when errors in recognition are likely to happen. The highest risk of recognition
error occurs during critical sections, so alerting the operator of which robots are in or entering
critical sections can help manage the operator’s attention most effectively.

It should also be noted that a summary of the robot’s state information might not be
sufficient for the operator to accurately identify some errors, so it may be important for the
operator to periodically examine the detailed state information for individual robots as well.
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Metric Comments
Recognition Accuracy (RA) Limited by technology.

Higher RA increases fan-out.
Situation Coverage (SC) Limited by scenario predictability.

Higher SC increases fan-out.
Critical Time Ratio (CTR) Determined by interaction design.

Lower CTR increases fan-out.

Table 4.2: Task Difficulty Metrics

4.3.5 Task Difficulty Metrics

Finally, it is valuable to have metrics quantifying the capability of the robot system. For
multiple-robot systems, a key quantity is the number of robots a single operator can manage,
known as “fan-out”. High fan-out can be achieved if the robots can operate with high reliabil-
ity without the support of an operator, whereas fan-out will be much lower if errors are likely
to occur, for example, due to poor sensor recognition or high task difficulty. Thus, to predict
fan-out, it is important to have metrics which describe the likelihood of error while the robot
is unsupervised. In the terminology of Crandall and Cummings, such metrics are classified
as “Neglect Efficiency” metrics [21]. In this section, we will define three neglect efficiency
metrics reflecting the risk of interaction errors occurring while the robot is unsupervised.
These metrics are summarized in Table 4.2.

Recognition Accuracy

Sensor recognition accuracy (RA) is a fundamental concern for robots in nearly every field.
This is also true for social robots, as recognition of the nuances of communicative signals
such as speech, gesture, intonation, and emotion in social interaction can be particularly
challenging. An estimate of RA can help predict the frequency of unexpected errors in the
“sense” element of the robot’s control architecture.

The RA of a system should be evaluated in the context of its intended application. Visual
recognition accuracy varies greatly with lighting conditions, and audio recognition accuracy
is dependent on levels of ambient noise. Variability in interactions can also affect RA. For
example, a robot may perform excellent speech recognition while answering a predictable set
of questions in an office setting, yet quite poorly in recognizing the unrestricted utterances
and emotional signals of children telling stories to the robot at a day-care center.

From a designer’s perspective, increasing a robot’s RA through better sensors or better
recognition technology can reduce the need for operator intervention, which can increase the
number of robots a single operator can control. The designer’s freedom, however, is typically
limited by available technology, and thus RA cannot be increased without bound.
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Phase Criticality Duration
1 Simple greeting Non-critical 2s
2 Self-introduction Non-critical 3s
3 Chat behavior Non-critical Variable
4 Offer guidance Critical 1s
5 Wait for question Critical 2-10s
6 Provide guidance Non-critical 10-15s
7 Farewell Non-critical 5s

Table 4.3: Interaction Sequence

Situation Coverage

The next metric we propose is Situation Coverage (SC), which describes the completeness
of the “plan” and “act” elements in the robot system. We define a situation to be “covered”
if the system would autonomously execute the correct behavior given perfect sensor inputs.
Using this definition, SC is defined as the percentage of situations encountered by the robot
that are covered.

To be precise, there are actually two aspects to SC, corresponding to the “plan” and
“act” elements of the robot control system. SCact describes the percentage of situations
encountered by the robot for which an appropriate action has been prepared. SCplan then
describes the percentage of situations for which the decision logic has been developed which
will trigger those actions.

For example illustrating the difference between SCact and SCplan, consider a robot system
which includes an implemented action to direct a customer to a supermarket (i.e. covered
under SCact). Assume decision logic has been implemented to execute this action only if a
customer asks where the supermarket is. If a customer asks this robot where to buy broccoli,
but the robot is not programmed to react to the word “broccoli”, this situation is not covered
under SCplan, and is thus not considered to be a covered situation overall, even though it is
covered under SCact.

Overall, SC describes a theoretical limit of the system’s capacity to operate autonomously.
In an ideal system with no recognition errors or unexpected errors, a system with an SC of
70% will be able to successfully complete 70% of its tasks autonomously, and will require
operator intervention 30% of the time. When errors are considered, real autonomous perfor-
mance will fall somewhat below 70%, so SC is useful for describing the upper bound of the
system’s possible performance, or conversely, a lower bound on the fraction of time during
which operator support may be necessary.

In application design, SC is more of a controllable variable than RA. Whereas RA is
subject to technological limitations, SC can be increased through human effort. By spend-
ing more time researching potential situations the robot may encounter and developing the
decision logic and actions to respond to those situations, it is possible to increase a robot’s
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SC.
Given the complexity and variety of real social situations, it is usually impractical to

attempt to achieve 100% SC. Instead, an effective strategy for use of partial autonomy would
be to design logic and actions to cover the most common situations, perhaps achieving an
SC of 90%, and then to rely on operator assistance for the remaining situations.

Critical Time Ratio

The third metric we will introduce is the Critical Time Ratio (CTR). This is defined as the
ratio of the amount of time spent in critical sections to the total duration of an interaction.
For tasks with a low CTR, the likelihood of two robots entering a critical section at the same
time is correspondingly low, and thus timing control behaviors will seldom be necessary.
Tasks with a high CTR are more likely to conflict, which can lead to higher wait times for
users and a heavier workload on the operator.

CTR is related to the concept of Robot Attention Demand (RAD) presented by Olsen et
al. [125]. RAD represents the fraction of total time that human attention is required. CTR,
on the other hand, only describes the pattern of critical and non-critical sections. The degree
to which operator attention is required during these critical sections is dependent upon the
overall risk of failure, which is in turn based on RA and SC.

For a designer, it is possible to achieve higher fan-out by creating interactions with a low
CTR, e.g. by increasing the durations of non-critical sections and minimizing the number of
critical sections in the interaction flow. However, this must be done carefully, as reducing
CTR also runs the risk of reducing the robot’s responsiveness to the customer, and thus
reducing the quality of the human-robot interaction.

4.4 Implementation
Using the principles presented in this paper, we developed a system for the teleoperation of
multiple robots for social interactions.

In this section we will present the implementation of our system, addressing each of the
four design areas presented in Fig. 4.2: social human-robot interaction, autonomy design,
multi-robot coordination, and teleoperation interface design. Finally, we will present an
example of how an operator would interact with such a system while controlling multiple
robots.

4.4.1 Social Human-Robot Interaction
The interaction flow we developed for this study was based on interactions used in our field
trials in a shopping mall. Table 4.3 shows the sequence of conversation phases and their
durations. When the robot detected a person in front of it, it would greet the person (1), then
introduce itself and explain that it can give directions to locations in the shopping mall (2).
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After this, the robot would briefly chat about some topic, usually related to current events in
the shopping mall or the robot’s “experiences” at various shops (3).

As noted earlier, critical sections include situations where a response from the user is
expected, whereas non-critical sections include tasks such as greeting, talking, and giving
directions, where the robot is primarily providing information. The critical sections in our
flow consist of the robot asking where the customer would like to go (4), and then waiting
for the customer’s response (5).

After the question has been asked, the robot gives guidance (6), then says goodbye to the
customer (7). All of these phases are considered noncritical.

4.4.2 Autonomy Design
For this study, we created a semi-autonomous robot control architecture which enables an
operator to provide commands and assistance to an otherwise autonomous robot system.

Robot Platform

We implemented our architecture on Robovie II, a humanoid robot platform developed for
human-robot interaction research. It is capable of humanlike expressions with a head that
can be moved with 3 degrees of freedom (DOF), arms with 4 DOF each, eye cameras with 2
DOF each, and a wheeled base for locomotion. Each robot also has color CCD eye cameras,
a microphone, and several touch sensors.

Audio from the robot’s onboard microphone is processed by an automatic speech recog-
nition (ASR) system. In our field trials we have found the ASR system to be unusable
because of ambient noise from background music, crowds, and announcements. In our qui-
eter laboratory environment we found it to be more reliable, but accuracy was still observed
to be around 60%.

A common difficulty in speech recognition is that the signal-to-noise ratio goes down as
distance between the microphone and the person speaking increases. Using headset micro-
phones would certainly improve accuracy, but their use would be impractical for real robots
interacting with customers in the field.

Robot behavior control

The behavior control system used in this study uses a software framework, illustrated in
Fig. 4.4, in which short sequences of motions and utterances can be encapsulated into dis-
crete units called “behaviors”. The programmer then defines a set of transition rules called
“episodes” which specify transitions between behaviors [84]. These rules can be based on
execution history, like the following examples:

If behavior A was executed, execute behavior B next.
If behavior B was executed immediately after behavior A, then execute behavior C next.
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The transitions can also be based on return values of the behaviors. This enables us to
incorporate sensor information into the transitions. For example, a “check for customer”
behavior could be defined which returns a 1 if a person is detected in front of the robot, and
a 0 if no one is detected. This can be used to create a simple waiting loop, as follows:

If behavior A returns 0, repeat behavior A.
If behavior A returns 1, execute behavior B next.
In practice, we have used this framework to create “listen” behaviors which return tens to

hundreds of different values based on speech recognition results, as well as action-oriented
behaviors such as a “shake hands” behavior which offers to shake hands and returns different
values based on the reaction of the person.

Figure 4.4: Behavior execution architecture.

With this framework, if we theoretically assume no errors in sensor recognition and user
behavior only within the limits of Situation Coverage, it is possible for the robot to execute
any length of behavior chains with full autonomy.

Operator intervention

As described in Sec. III-B, the operator needs to be able to intervene in robot operation to
deal with uncovered situations, incomplete autonomy, and unexpected errors. This can be
achieved either through direct control of the robot at a high or low level, or through correcting
the robot’s recognition.

Direct Control Improvements in the efficiency of robot control can be made possible
through layers of abstraction. For example, an operator could specify the individual joint
angles for the robot’s arm at a low level, or achieve the same result by giving the robot a
high-level command, e.g. “point to the left”. Most robot systems already incorporate ab-
stractions like this. Joint angles can be grouped into poses, poses grouped into motions,
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motions and utterances grouped into behaviors, and so on. Similar abstractions have been
used in teleoperation systems for navigation [22, 57].

As layers of abstraction are added to the system, the robot usually becomes able to func-
tion with a higher degree of autonomy, thus reducing the workload for the operator. When
high-level functions are not prepared for a situation, the operator can use low-level functions
instead. For example, if there is no behavior prepared for giving directions to a Japanese
restaurant, an operator might directly type phrases for the robot to say and control the arms
manually to point the way.

Correcting Recognition An operator can also choose to correct a robot’s sensory recog-
nition errors, rather than completely taking over control of its behaviors. For example, an
operator observes a scene where a user says the words “Japanese restaurant”, but the speech
recognizer fails to pick it up. If the robot has behaviors in place to react to those words, the
operator can correct the robot’s speech recognition results and allow the robot to complete
the interaction as usual.

This kind of control requires less effort from the operator than taking over behavior
control in order to generate a guiding behavior for directing the user to a Japanese restaurant.

To give a simple example, when a robot in an idling state detects a person approaching,
the episode rules may trigger a transition from the idling behavior to a greeting behavior.
After greeting the person, the next behavior might be to offer route guidance and wait for
a response. The transition rules would then choose the next behavior based on input from
the speech recognition system. If the person asked for directions to a bookstore, and if we
assume the speech recognition system correctly recognized the word “bookstore”, the system
would then transition to the module for giving directions to the bookstore.

4.4.3 Multi-Robot Coordination
We will consider two possibilities for handling conflicts between robots for the operator’s
attention. First, a naï¿1

2ve method of simply alerting the operator of critical sections and
second, a technique we call Proactive Timing Control.

In the first approach, each robot can notify the operator of a critical section, and then
proceed in its interactions regardless of the state of the operator or other robot(s). If the in-
teraction reaches a point where the robot is unable to respond without operator intervention,
the robot will need to stall for time [154] until the operator becomes available.

The robot can simply wait in silence, or it can repeat phrases like, “hmm. . . hold on. . .
please wait” until the operator can provide assistance. The drawback of this approach is that
such behavior might leave a negative impression on a user impatiently waiting for a response.

To avoid making a customer wait in this way, we propose a mechanism for handling the
problem of conflicting critical sections, which we call Proactive Timing Control (PTC). This
mechanism enables interactions to be coordinated in order to prevent critical section conflicts
from arising at all. One means of achieving this is for each robot to send a reservation request
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to the operator before a critical section begins. If the operator accepts, the robot can proceed
to the critical section. Otherwise, the robot performs other behaviors in order to delay entry
into the critical section.

This technique changes the robot’s behavior in an important way from the customer’s
perspective. When PTC is not used, the delaying behaviors are executed after the user’s
“turn” in the conversation, that is, after the user has made a request or asked a question.
There, the user is understood to have the initiative, and the robot is expected to react.

With PTC, however, the delaying behavior is executed before the user has spoken, while
it is still the robot’s “turn” in the conversation. The robot has not yet relinquished the initia-
tive, and thus the extra behaviors integrate more smoothly into the flow of interaction. The
effectiveness of this technique has been demonstrated in a study of the effects of wait time
upon customer satisfaction [191].

4.4.4 Teleoperation Interface Design
Teleoperation interface software was developed to enable the operator to control one robot
(referred to here as the “active” robot) while monitoring the others in the background. The
interface used is pictured in Fig. 4.5. The four panels on the top left of the screen show the
status of each robot, and the operator can click one to begin controlling that robot. Below
those panels, the button panel on the left can be used to trigger robot behaviors. The column
of buttons to the right of that can be used to correct speech recognition results, and the pop-
up window on the right side shows a map of guide destinations from which the operator can
trigger guide behaviors.

This interface is nearly identical to that used in [48], and further details of its functional-
ity are explained there. Major differences from that interface include the addition of a map
display of the robot’s location (lower right), the addition of a panel showing video from the
robot’s eye camera (upper right) and the removal of the buttons for “reserving” a robot with-
out switching to it, as this functionality is not particularly necessary unless PTC behaviors
are very long.

4.4.5 Example Interaction
Here we will describe an example of a typical multi-robot control session from our experi-
ment. In this example, the operator is controlling three robots, and the system is not using
PTC, i.e. there is no attempt to prevent conflicts between robots demanding the operator’s
attention at the same time.

First, Robot 1 detects a person approaching. As it begins a greeting behavior, its Inter-
action Status light changes to yellow and the Countdown Timer on the robot’s status panel
begins counting down until the robot expects the human to speak.

The operator clicks on the robot’s status panel to choose Robot 1 as the active robot, and
the bottom half of the user interface refreshes to show Robot 1’s current status, behavior
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history, and speech recognition results. The audio from Robot 1 is also streamed to the
operator’s headphones, and the operator listens as Robot 1 introduces itself, “My name is
Robovie, and my job is giving directions. Where would you like to go?”

At this point, the operator notices that a person has approached Robot 3 as well. However,
the operator stays focused on Robot 1, as its Countdown Timer is just reaching zero. The
customer asks where to find an ATM. Unfortunately, due to background noise, Robot 1’s
speech recognition was unable to pick up the word “ATM”, and so the operator goes to the
expected phrases panel and clicks on “ATM”. Robot 1 then begins giving directions to the
customer, and the operator quickly switches to Robot 3, whose countdown timer has almost
reached zero.

By this time, a customer has approached Robot 2 and begins asking directions while the
operator is still busy helping Robot 3. Robot 2’s Interaction Status light flashes red. By
the time the operator finishes helping Robot 3, the customer talking to Robot 2 has already
finished speaking. Robot 2’s speech recognition system has picked up the word “hamburger”,
which is displayed on its Speech Results display, but the robot has no mapping between that
word and a location in the mall. The operator quickly switches to Robot 2, opens the map,
and clicks on a restaurant that specializes in hamburgers. Robot 2 then gives directions to
that restaurant, as the Interaction Status indicators for Robots 1 and 3 return to green.

4.5 Experimental Validation

Preliminary experiments presented in [48] suggested that teleoperation of multiple social
robots is possible and useful, and that PTC is a fundamental technique that can support it,
but that work was only a preliminary study using internal subjects. We conducted a formal
laboratory experiment with unbiased participants to evaluate the feasibility and effectiveness
of our approach to teleoperation of multiple social robots, as well as the effectiveness of the
Proactive Timing Control technique in particular.

4.5.1 Laboratory Experiment

Scenario

For this experiment, we chose route guidance as a realistic example of the kind of task a
robot might be assigned to perform. It is easy to imagine a business such as a shopping mall,
museum, or theme park placing a robot in a high-visibility location such as a central infor-
mation booth. This task also lies in an interesting middle-ground between full predictability
and open-endedness, and it provides a level of interactivity not found in primarily one-way
interactions such as guiding visitors in a museum.
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Figure 4.5: Teleoperation interface. Panels in the top left show the status of each robot, and
can be clicked to select that robot. The video pane on the upper right shows the video feed
from that robot’s eye camera. The tabbed button panel on the left sends direct commands
to the robot. The column of buttons to the right of that panel show expected utterances,
allowing the operator to perform manual speech recognition for the robot. The pop-up map
on the right allows the operator to select a location for commanding guide behaviors.



92 CHAPTER 4. TELEOPERATION OF MULTIPLE SOCIAL ROBOTS

Experimental Design

The experiment was designed to evaluate performance of the operator-robot team while vary-
ing two factors. The first factor, robot-number, was examined in three levels: 2R, 3R, and
4R, representing the number of robots being simultaneously controlled by the operator. The
second factor, PTC, was examined in two levels: with-PTC and without-PTC.

The experiment was designed to evaluate two hypotheses. Our first hypothesis was that
our system would improve performance compared with a purely autonomous system, regard-
less of whether or not PTC was used. To validate this hypothesis, we tested the performance
of our system on an absolute scale, comparing 2R, 3R, and 4R trials against two baseline
cases: a single-robot case where the operator was always present, referred to as the 1R
condition, and a fully-autonomous case with no operator intervention, referred to as the A
condition. This comparison was performed separately for the with-PTC and without-PTC
configurations of our system.

We predicted that performance in the with-PTC condition should be comparable to that
in the 1R baseline, although performance in the without-PTC condition might be lower, par-
ticularly for large numbers of robots (3R, 4R).

Our second hypothesis was that the use of PTC in particular would improve performance
of the robot team relative to the without-PTC conditions, and that this improvement in per-
formance would increase for larger numbers of robots. This was evaluated by a comparison
between with-PTC and without-PTC conditions for each of the 2R, 3R, and 4R cases.

Figure 4.6: Four robots operated simultaneously in our experiment.

To test these two hypotheses, our experiment included a total of 8 conditions to be eval-
uated: with-PTC and without-PTC variations for each of the 2R, 3R, and 4R cases, and the
two baseline cases, for which the use of PTC is not relevant.
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Setup

The behaviors and decision logic for the route guidance scenario were adapted from a re-
cent deployment of our robots in a shopping mall. We used the interaction flow described
in Section IV-A, with the chat behaviors (Phase #3 in Table 4.3) adapted for use as PTC
behaviors.

The PTC behaviors consisted of interruptible sequences of short behaviors with an av-
erage duration of 4.4 seconds. After each behavior, the sequence could be interrupted or
continued based on the presence or absence of an operator.

An example of such a sequence is the following: “Hi, I’m Robovie. / I know many things
about this shopping mall. / This week the mall is having a special anniversary celebration. /
There are many discount campaigns and exciting activities planned! / There is a 10% off sale
in the clothing section. / And next Sunday there will be a classical music concert!” When an
operator became available, the sequence could be interrupted after any of these utterances so
the robot could begin the critical section by offering to give route guidance, and the entire
sequence would flow in a fairly natural way. Four of these PTC sequences were prepared
for the experiment, with a maximum possible length of 12 behaviors each, and one sequence
was chosen at random for each interaction.

It is important to note that these behaviors were not merely time-killing behaviors. These
chat behaviors had originally been part of the natural conversation flow. When the robot
spoke about these topics in the field trial, they were relevant to the customers, who enjoyed
their interactions with the robot.

The experiment was conducted in our laboratory, using two Robovie-II and two Robovie-
R2 robots, as shown in Fig. 4.6. Each robot also had an automatic speech recognition (ASR)
system, which operated in parallel with the operator.

Participants

16 paid participants played the role of customers in this experiment (12 male, 4 female,
average age 22.3, SD=2.5 years). All were native Japanese speakers.

One expert operator, an assistant in our laboratory, was employed to control the robots
for all trials. The operator was trained in the use of the control interface and thoroughly
familiar with the map of guide destinations prior to the experiment, so we assume negligible
improvement in operator performance across trials.

Procedure

To provide the operator with consistent task difficulty in the different experimental condi-
tions, each trial consisted of 24 interactions in total, i.e., 6 interactions per robot in the 4R
case, 8 in the 3R case, 12 in the 2R case, and 24 in the 1R case. The A condition was
conducted with four robots but no operator.
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In these trials, one “interaction” included a greeting from the robot, possible chat be-
haviors for PTC, a question from the customer, and a response and farewell from the robot.
Eight trials were run on each day of the experiment, one for each of the conditions (2R-with,
2R-without, 3R-with, 3R-without, 4R-with, 4R-without, 1R, and A).

On the customer side, 4 participants took part in every trial, and each participant inter-
acted with the robots a minimum of 6 times per trial. Participants were assigned evenly
across the robots. To achieve even distribution in the 3R conditions, three participants inter-
acted 6 times each with assigned robots, while one participant moved between the robots,
performing two interactions with each. In other conditions, participants did not move be-
tween robots.

This experimental procedure was repeated on four days with a different group of 4 cus-
tomer participants on each day, for a total of 16 participants acting as customers. The order
of the eight trials on each day was counterbalanced with respect to both the robot number
and PTC factors.

For consistency in timing, interactions were robot-initiated, with the robot inserting a
pause of 0-5 seconds between interactions. To provide a consistent level of workload for the
operator, participants continued interacting with the robots for the entire duration of each
trial, going beyond the 6 evaluated interactions if necessary.

Evaluation

There is a causal chain of effects which we expect to produce different results between the
with-PTC and without-PTC conditions. First, the use of PTC should increase the number
of critical sections for which the operator is present. This should consequently increase the
interaction success rate, because the speech recognition system is used less often. Finally,
this improved success rate combined with reduced wait time in the critical section should
improve customer satisfaction.

Accordingly, to evaluate the performance of the system, we measured three variables: the
rate of operator supervision in the critical section, the overall ratio of successful interactions,
and customer satisfaction on a scale of 1 (unsatisfied) to 7 (satisfied). Interaction success
(whether the robot had successfully answered the question) and customer satisfaction were
reported by participants after each interaction.

4.5.2 Experimental Results

The results of this experiment are illustrated in Fig. 4.7, showing operator supervision
during the critical sections; Fig. 4.8, showing the interaction success rates; and Fig. 4.9,
showing results from the customer satisfaction questionnaire.
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Figure 4.7: Operator supervision during critical sections.

Figure 4.8: Interaction success rate. Error bars show standard error.
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Figure 4.9: Customer satisfaction. Error bars show standard error.

Absolute comparison

To evaluate the absolute performance of the system between with-PTC and without-PTC,
we examined each PTC condition separately, comparing the 2R, 3R, and 4R levels of that
condition with the 1R and A baseline cases.

Operator supervision in critical section: Due to the use of PTC, the operator availability
during critical sections was 100% for every trial in the with-PTC condition (Fig. 4.7). In the
without-PTC condition, operator availability decreased markedly as the number of robots
increased.

Interaction success: For the with-PTC conditions, 100% of the robot’s responses were
correct, which is to be expected as the operator was present for all interactions. In the
without-PTC conditions, the interaction success rate decreased as the number of robots in-
creased, up to a 10% failure rate in the 4R condition.

In both conditions, there was a significant difference when compared with the autonomous
case, which was successful only27% of the time (with-PTC condition: χ2(4)= 327.805,
p<.01, residual analysis: 1R, 2R, 3R, and 4R to A: p<.01, without-PTC condition: χ2(4)=
247.307, p<.01, residual analysis: 1R, 2R, and 3R, to A: p<.01, and 4R to A: p<.05).

Customer satisfaction: For the with-PTC condition, customer satisfaction did not vary
significantly between the 1R – 4R conditions. A repeated-measures ANOVA revealed a
significant difference in the main effect of robot number (F(4,15)= 189.786, p<.001). A
Bonferroni test revealed 1R, 2R, 3R, and 4R to be significantly better than A (p<.001), but
no significant difference was found among 1R, 2R, 3R, and 4R.

For the without-PTC condition, customer satisfaction did not vary significantly between
the 1R – 3R conditions, but decreased at 4R. A repeated-measures ANOVA revealed a signif-
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icant difference in the main effect of number of robots (F(4,15)= 108.571, p<.001). A Bon-
ferroni test revealed that 1R, 2R, 3R, and 4R were significantly better than A (p<.001), and
1R and 2R were significantly better than 4R (p<.001 and p<.01). The difference between 3R
and 4R was approaching significance (p=.077). There were no significant differences among
1R, 2R, and 3R.

These results confirm our hypothesis that performance in all teleoperated cases would be
higher than the autonomous baseline. For the 4R case, the significant decrease in customer
satisfaction for the without-PTC condition also agrees with our prediction.

Relative comparison

To confirm the relative effect of PTC, we directly compared the customer satisfaction for
with-PTC and without-PTC for each level of the number of robots. A paired t-test revealed
significant differences for 3R (t=4.442, p<.001), and 4R (t=4.986, p<.001), and an almost-
significant difference for 2R (t=1.813, p=.090).

This result is consistent with our hypothesis that the use of PTC will improve perfor-
mance, and that the performance improvement will be stronger for larger numbers of robots.

4.5.3 Operator Experience
During this experiment, the operator often remarked that she felt a high level of pressure
and frustration during the trials without PTC, because she was aware that many robots were
entering critical sections at the same time. She said she felt relaxed, and that the interactions
seemed to go smoother when PTC was used.

4.6 Simulation
Our laboratory trials provided a practical demonstration of a single operator controlling mul-
tiple robots in conversational interactions. However, due to logistical limitations such as the
number of robots available, it was not possible to evaluate our system with more than four
robots, or to observe the effects of varying parameters such as CTR. We created a simula-
tion based on the interactions observed in our experiment, in order to explore the dynamics
of PTC and to make projections about the performance of our system under a variety of
conditions.

4.6.1 Interaction Model
The interaction model used in the simulation represents each interaction as a sequence of
phases, as shown in Table 4.4. The length of each phase is modeled as a normal distri-
bution with mean and standard deviation calculated from the interactions conducted in our
experiment.
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Figure 4.10: Examples of simulated interactions without Proactive Timing Control. Dark
gray boxes represent non-critical interaction phases. Light-colored boxes represent attended
critical sections, and diagonally shaded red boxes represent unattended critical sections.
Numbers to the left of each phase indicate its duration in seconds. Vertical bars indicate
which robot the operator is attending at any given time.
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Interactions normally proceed in sequence through the Pre-Critical, Critical Section,
Post-Critical, and Non-Interacting phases. If Proactive Timing Control is being used, then
the system will transition to a PTC Behavior rather than a Critical Section if the operator is
unavailable.

The simulator included an optional limit on the number of PTC behaviors, instructing the
simulator to transition to the Critical Section when the operator becomes available, or after
the maximum number of PTC behaviors have been executed.

4.6.2 Task Success
Task success is estimated by categorizing each Critical Section as attended or unattended.
For our simulation, if an operator is present for an entire Critical Section, it is considered to
be attended. If the operator is absent for any fraction of the critical section, it is considered
to be unattended. Note that this method of counting is used because it is important to attend
a critical section from the beginning in order to guarantee that the customer’s question is
heard in its entirety. If the operator is late, the speech recognition system may have already
provided an incorrect response, or the operator may need to repeat the question.

In our experiment, the operator’s accuracy rate during attended interactions was 100%,
whereas the speech recognition system’s success rate in the autonomous case was 27%. Our
simulation thus assumes a response accuracy of 100% for attended interactions and 27% for
unattended interactions.

4.6.3 Operator Allocation
The simulated operator is allocated to robots according to the following simple algorithm:

If the operator’s current robot is in a critical section, do not switch to a new robot.
Otherwise, if any other robot is currently in a critical section, switch to the robot which

has been in its critical section the longest.
Otherwise, switch to the robot for which the anticipated critical section begins soonest.
This algorithm is not necessarily guaranteed to be optimal, but it is roughly based on the

way operators were observed to operate the system during testing.
Figures 4.10 and 4.11 illustrate typical interaction flows with and without Proactive Tim-

ing Control.

4.6.4 Patterns of operation
Figures 4.10 and 4.11 show how PTC dramatically reduces the number of unattended critical
sections. The operator in Fig. 4.10 is only present for the beginning of 31% of critical sec-
tions, whereas the operator in Fig. 4.11 is present for 100%. These diagrams also show the
dynamics of the system – at the beginning, when customer arrivals are nearly simultaneous,
the operator requires long PTC behaviors to start the interleaving of interactions, but after
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Figure 4.11: Examples of simulated interactions with Proactive Timing Control. Dark gray
boxes represent non-critical interaction phases. Light-colored boxes represent attended crit-
ical sections, and boxes with metallic shading represent PTC delay behaviors. Numbers to
the left of each phase indicate its duration in seconds. Vertical bars indicate which robot the
operator is attending at any given time.

Interaction Phase Mean Duration (s) Standard Deviation (s)
Pre-Critical 4.9 1.1
PTC Behavior 4.4 1.7
Critical Section 6.3 5.0
Post-Critical 14.8 2.8
Non-Interacting 0.5 0.0

Table 4.4: Interaction Phases and Durations
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Figure 4.12: As the number of robots increases, more PTC behaviors are required to guaran-
tee that an operator can attend all Critical Sections.

Figure 4.13: The average number of PTC behaviors required for a given number of robots
increases as a function of Critical Time Ratio.
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this point shorter PTC behaviors are sufficient to handle the random variation in interaction
lengths. Such a pattern might be observed in a busy case where customers were waiting their
turn to talk to the robots.

4.6.5 Number of PTC Behaviors

As the number of robots increases, more PTC behaviors will be required, and the average
length of interactions will increase. We examined this trend using our simulation.

Figure 4.12 shows the maximum and average number of PTC behaviors used by our
simulated system in runs of 1000 interactions using 1-8 robots. Here, one PTC behavior
consists of a short utterance of around 4.4 seconds in length.

The results from this simulation agreed closely with our experimental results, as our
operator used a maximum of 10 and an average of 3.9 PTC behaviors for the 4-robot case,
compared with a maximum of 10 and average of 3.1 in the simulation.

Figure 4.14: Variation in operator supervision during critical sections as maximum number
of PTC behaviors varies.

As discussed in Section III, Critical Time Ratio (CTR) is determined by the design of an
interaction. A highly interactive robot application would have long critical sections, and thus
a high CTR, whereas a robot mostly performing fixed behaviors with less responsiveness to
a customer would have a low CTR. Figure 4.13 shows the average number of PTC behaviors
used in our simulations for interactions using a base CTR (not including PTC behaviors)
ranging from 0.1 to 0.5. The figure illustrates how an interaction designer can balance the
CTR of an interaction with the desired average PTC duration to target a given number of
robots.
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Figure 4.15: Change in error rate as maximum number of PTC behaviors varies.

4.6.6 Relying on Autonomy
The results so far assume an unlimited number of PTC behaviors and a target of perfect op-
erator attendance during critical sections. However, the choice of how many PTC behaviors
to use can be seen as a tradeoff between the desired level of response accuracy and its cost
in terms of design difficulty and extended interaction time. Limiting the number of PTC
behaviors causes the system to rely more on autonomy. Figures 4.14 and 4.15 show how
system performance degrades when the number of PTC utterances is limited.

In these interactions, the limited number of PTC behaviors increases the number of unat-
tended critical sections, and consequently increases the error rate due to failures caused by
the autonomous system. For a route guidance application, errors are not acceptable, so the
maximum number of PTC behaviors shown in Fig. 4.12 should be prepared. However, it
is conceivable that some conversational robot applications might permit a small number of
errors, and so the designer can make the trade-off between PTC duration and target error
rate.

As the capabilities of recognition systems improve over time, it may be possible to rely
more heavily on autonomy and thus achieve very high performance with minimal use of
PTC.

4.7 Discussion
We were actually quite surprised by the positive results of the laboratory experiment and
the operator’s success in controlling four robots. Theoretical predictions notwithstanding,
we had initially expected three robots in a real-world situation to be a challenge and four
to be nearly impossible. However, the results from our experiment showed our approach to
multi-robot control for conversational interactions to be much more effective than we had
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anticipated.
Here we will discuss several results from our experiment and how the principles can be

generalized to other systems.

4.7.1 Maximum fan-out
As the simulation results illustrate, the maximum number of robots an operator can control
depends on a variety of factors, including sensor reliability, critical time ratio, maximum
number of PTC behaviors, and acceptable error rate. For the most difficult interaction set-
tings in our experiment, the operator was successfully able to control four robots with 90%
task success, and for the trials using PTC the operator was 100% successful in conducting
all 288 interactions with no errors. Both of these results are dramatically superior to the low
27% success rate of the robots operating autonomously.

4.7.2 Defining Criticality
One conceptual model contributing to the success of our system was the division of interac-
tions into critical and non-critical sections. It is fairly straightforward to apply this model to
transactional interactions such as giving directions, particularly when a question is followed
by a long explanation.

This model can be applied to many kinds of interactions, such as providing information,
giving directions, and providing services requested by a customer. It can also be adapted for
more complex interactions. For example, if a robot needs to ask a series of several questions,
it may make sense to extend the critical section to encompass all of them in a single block.
This may result in a small amount of wasted time for the operator while the robot is giving
explanations or asking questions, but the operator is also guaranteed to be present for each
of the follow-up questions, at a time where it may be awkward to insert delay behaviors.

In the general case, it will be important to consider both the risk of error and the cost of
that error, both of which can be continuous variables. These subtleties may become more
important in complex or long-term interactions; however, for the simple interactions in this
study we will consider only two levels of criticality and model all failures as having equal
cost.

4.7.3 Proactive Timing Control
From a system-level perspective, the Proactive Timing Control technique improves the op-
erator’s span-of-control in two distinct ways. To illustrate this, consider the critical sections
of a robot’s interactions to be like teeth in a gear, with noncritical sections represented by
the gaps between the teeth. For an operator to control two robots, two gears must mesh, that
is, the critical sections cannot overlap. The first way PTC achieves this is by synchronizing
the gears – that is, holding one gear in place briefly while the other turns, until the critical
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section of one falls into the gap of the other. Adjustments like this are occasional and prob-
ably small. For example, with a hypothetical set of gears with perfectly regular spacing (i.e.
when the lengths of the conversation phases are fixed) this adjustment would only be made
once.

The second way PTC improves interleaving of tasks is by reducing the Critical Time
Ratio, that is, by widening the gaps between the gear teeth overall. This is necessary when
the time between critical sections is not sufficient to allow the gears to mesh during normal
operation. This is a less desirable use of PTC, as delay behaviors must be executed for
nearly every interaction. For behaviors such as those in our implementation, the content of
the delay behaviors is generally not related to the context of the interaction. Thus, to create
more natural interactions, it would be better to reduce the CTR at design time by extending
or inserting behaviors relevant to the current interaction, rather than rely on PTC to make up
for an insufficient gap between critical sections.

4.7.4 Limitations

The user study presented in this work was conducted in a laboratory environment with a pool
of 16 customers performing repeated interactions with a robot. The results demonstrate that
the proposed technique significantly improves performance, however, the use of PTC in real-
world deployments of robots may have a stronger or weaker effect on customer satisfaction
due to factors such as the novelty effect of the robots, customers’ lack of familiarity with the
robot’s conversation style due to non-repeated interactions, quality and appropriateness of
the robot’s utterances, and variation based on the deployment context, e.g. whether people
in that environment are in a relaxed or rushed mood.

Likewise, the simulation results are based on the user studies, so the results should not be
necessarily seen as numerical predictors of customer satisfaction in the field. However, these
results do serve to illustrate the dynamics of the system and the effects of varying different
parameters, results that will be useful in designing and tuning systems for the real-world
deployment.

4.8 Conclusions
In this study, we have presented a general framework for enabling the simultaneous teleop-
eration of multiple social robots, focusing on four key design areas: human-robot interaction
design, autonomy design, multiple-robot coordination, and teleoperation interface design.
While many key aspects of autonomy design and teleoperation interface design are similar
to issues faced in other fields of robotics, the areas of human-robot interaction design and
multi-robot coordination present many new issues which are unique to social robots.

Based on this conceptual framework, we implemented a robot system to demonstrate the
new concept of a single operator controlling multiple robots in simultaneous social interac-
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tions. Our laboratory evaluations showed our system to be quite successful, with an operator
achieving over 95% task success while controlling up to four robots in one experiment. These
results demonstrate the value of our conceptual framework as well as the effectiveness of our
specific solutions, such as Proactive Timing Control.

In our experiment, task success and customer satisfaction in every condition were far su-
perior to those attainable by the same system operating in a fully-autonomous mode. Further-
more, our simulation results show that PTC reduces or eliminates conflicts between robots
for an operator’s attention. Even when PTC behaviors are limited, and the operator is forced
to rely on automatic speech recognition some of the time, our simulation results indicate that
PTC will provide a substantial increase in task success over a system with no timing control.

Most importantly, we have tested this system using an actual task often performed by
our robots in the field, suggesting that this technology can be immediately put to use in real-
world field trials. This study introduces the new field of teleoperation for multiple social
robots, and several of the topics addressed in this paper are promising areas for further in-
depth research.



Chapter 5

Temporal Awareness in Teleoperation

This chapter continues the discussion on teleoperation of conversational robots, focusing
now on the teleoperator’s perception of the passage of time. As discussed in Chapter 4, the
real-time nature of conversational interactions imposes strict constraints on a robot’s permit-
ted response time. However, field trials using the proposed teleoperation system showed that
operators sometimes had a distorted perception of time, believing that the responses they pro-
vided through the robot were quick and appropriate when, in reality, they were unacceptably
slow.

This chapter presents an investigation of this phenomenon through a series of laboratory
experiments. The experimental results confirm the problem of distorted time perception, and
various user interface design strategies are compared for assisting the operator’s awareness
of the passage of time.

5.1 Introduction
Social robots operating in field environments face recognition challenges far beyond the abil-
ities of today’s autonomy, and some level of teleoperation is necessary to support conversa-
tion. We have found that the highly time-sensitive nature of conversation presents unique
challenges in teleoperation, particularly regarding the awareness of time.

Consider these two anecdotal reports from a field trial we recently conducted, in which
an operator simultaneously controlled the conversations of four robots conversing with cus-
tomers in a shopping center (Fig. 5.1):

Operator: The operator sat tensely in the control booth, watching the flashing robot sta-
tus indicators. Gripping the mouse tightly, he scrambled to find destinations on maps and
choose robot commands from menus, punctuating the intense silence with frustrated out-
bursts, “Gaaa! No! Wait!”

Finally he emerged from the control booth, exhausted from the ordeal but yet grinning,

107
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Figure 5.1: Robovie gives directions to customers in a busy shopping center.

like an athlete walking off the field after a hard-won victory. “I did it!” he exclaimed. “I
think I might even be able to handle 5 robots!”

Customer: We spoke with one of the customers after he had interacted with one of the
robots. “It was very disappointing,” he said. “The robot didn’t seem to listen to me. I stood
there for almost a minute before it finally answered my question.”

The magnitude of this disconnect was perplexing. The customer considered the interac-
tion a failure, while the operator believed he had been successful. How could the operator
fail to understand how long the customer had been waiting?

Situation awareness is an important focus of many studies in the field of robot teleopera-
tion. It is common for robot operators deeply engaged in a task to develop “tunnel vision,” a
condition in which awareness is highly focused, and the operator loses the ability to monitor
background information. In studies of robots for navigation, search, and manipulation, situ-
ation awareness is usually considered in terms of the perception of spatial phenomena [32].
Many studies measure the amount of time required to gain situation awareness, but few ad-
dress the direct awareness of time itself, i.e. time estimation. However, we found awareness
of time to be an important consideration for conversational robots. We believe that in our
case, the operator’s “tunnel vision” was focused on the immediate informational tasks, and
that the operator consequently lost awareness of the customer’s situation and the passage of
time.

Robot operators have many tasks to perform. They may need to type in sentences, search
for information, send commands to control gestures and speech, or use “conversation fillers”
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[154] to stall for time while performing these tasks. With such a high workload, we have
seen the operators of such systems lose awareness of the passage of time. Thus not only
might an operator with a heavy workload make a customer wait for an excessive period of
time, but in our experience the operator is often not even aware of this fact!

In this paper we address the phenomenon of temporal awareness loss in teleoperation of
conversational robots. We show experimental results confirming that operators under high
workload underestimate the passage of time during operation. We then propose two mech-
anisms for addressing the problem and evaluate them with respect to situation awareness,
perceived workload, and overall effectiveness.

5.2 Related Work

In psychology and cognitive science, time estimation has been studied. In the context of
teleoperation studies in HRI, situation awareness is considered to be important, but mainly
about spatial situations. It has also been shown that shared autonomy can be a great help if
well prepared. In social robots, the issue of timing has been found to be important. Here,
we summarize literature in three domains: time estimation, situation awareness and shared
autonomy in HRI, and timing in social robots, all of which come together in this study.

5.2.1 Time Estimation

Literature in psychology and cognitive science has revealed how people’s sense of time
varies. First, they have found that perception of short time, ranging from 30 ms to a few
seconds (between 1 second [96] and 5 seconds [45]), and perception of long time are differ-
ent problems. The former is called time perception, and the latter is called time estimation.
In the context of our study, since each operation of conversational robot usually takes more
than a few seconds, we are interested in time estimation. In addition, our study is concerned
with the case where a person knows that they need to estimate time, which is categorized as
prospective time estimation in the literature, in opposed to the case where a person is only
asked afterwards, called retrospective time estimation [45].

For the prospective time estimation problem, the literature is in agreement that busy peo-
ple estimate time as being shorter than the actual elapsed time. For instance, it was found
that the passage of the time is estimated to be shorter when a person is engaged in a concur-
rent task in addition to the time estimation task, and when the concurrent task is interesting
and complex [45]. Devoting more attention to non-temporal events and having a higher in-
formation processing load result in shorter time estimation [69]. Having greater demands
on short-term-memory also results in shorter time estimation [41, 42, 40]. Researchers have
started to integrate previous theories into a cognitive architecture [168].
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5.2.2 Situation awareness and shared autonomy in HRI

In studies of teleoperation of robots for navigation and finding targets, the importance of
situation awareness has been demonstrated [32]. Various methods have been developed
to assist an operator’s situation awareness, such as visualization of directions [75], maps
[121, 120], and surrounding scenes [36].

While these studies address situation awareness for spatial information, to our knowledge
few studies have addressed the awareness of the passage of time, that is, the problem of time
estimation. In contrast, teleoperation of social robots is highly time-critical [49, 50]. This
does not simply mean that an operator needs to make quick decisions; instead, the operator
needs to make appropriate decisions based on time estimation. Note that previous studies
considered the importance of time, but only as a metric, e.g. temporal demand [62], and
efficiency measured by time [163], not as a problem of operator perception during operation.

In a study of shared autonomy (adjustable/sliding autonomy), researchers have found that
autonomy can help operators. For instance, autonomy was used for supporting navigation
and manipulation by replaying scenes in the past [146], and for alerting about obstacles and
helping with path planning [57]. Strategies for shared autonomy have also been studied. For
instance, Hardin & Goodrich found that a mixed-initiative strategy performed better than
adjustable and adaptive autonomy in search and rescue tasks [61].

5.2.3 Timing in social robots

When a customer is interacting with a teleoperated robot, the customer is engaged in a face-
to-face interaction; however, the operator is engaged in information-management tasks using
a graphical computer interface. Studies have shown that computer-mediated communication
has different temporal qualities from face-to-face communication [68], suggesting that there
may be an imbalance between the customer’s temporal context and the operator’s temporal
context. This disconnect could prevent the operator from relying on an intuitive sense of the
flow of time during the conversation.

Recent studies in social robots have started to highlight the importance of timing. In
human communication, there is a pause during turn-taking [134, 107]. The length of the
pause ranges from 620 to 770 ms [79]. In human-robot interaction, such natural pauses in
human communication have been replicated [186]. Robins et al. explored how different
response times change user reactions to a robot in a setting where a child and a robot are
playing drums together [132]. It is reported that people sometimes prefer longer pauses,
e.g. in the case where a robot is providing route directions, when people need to process
information extensively [124].

One of the important related works is a study about conversational fillers. Shiwa et al.
considered the problem of moderating people’s negative feelings when a robot cannot make a
quick response within a second. They demonstrated that such conversational fillers as “etto”
can help a robot comfortably placate a user when it cannot respond immediately [154]. This
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technique has already been used in teleoperation of social robots in a field trial to moderate
customers’ frustration towards slow responses [85].

5.3 Problem Verification
In conversation, we rely on our time-estimation abilities and intuition to manage timing. If
an operator has a distorted sense of the passage of time, it follows that we cannot rely on
that operator’s intuition to manage the timing of the interaction. Errors in time estimation
can lead to awkward interactions, excessive wait times, inappropriate utterances, and a false
perception of task success.

5.3.1 Experimental verification
We performed a laboratory experiment to verify whether this distortion of temporal aware-
ness can be shown to occur in teleoperation of conversational robots.

As the literature suggests that having higher workload (e.g. information processing load
or short-term-memory demand) results in shorter time estimation [45, 69, 41, 42, 40], we
hypothesized that the operator would underestimate the amount of time that had passed, and
that the magnitude of this error would increase with the operator’s workload.

Experimental Setup

For this experiment, a computer functioning as a teleoperation console was placed in one
room, and a robot was placed in another. In a camera shop scenario, participants controlled
the robot to answer questions from an experimenter about different models of digital cam-
eras.

12 undergraduate, native Japanese speakers (5 female and 7 male, average age 20.8,
standard deviation 2.05 years) participated in this study, for which they were paid. None had
any experience teleoperating our robots.

Robot For all of our experiments, Robovie II humanoid robots were used, as shown in Fig.
5.2. Robovie II is capable of humanlike expressions with a 3-DOF (degrees of freedom)
head, 4-DOF arms, and 2-DOF eye cameras. It can gesture and perform speech synthesis
according to commands sent from a teleoperation system, and it can stream video and audio
to a remote operator.

Teleoperation interface The teleoperation interface used for this experiment was a Java
application showing a video feed from the robot’s camera at the top of the screen, and a
control panel for the operator in the lower part of the screen. The control panel was very
simple, with only two buttons available to the operator at any time.
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Figure 5.2: Robovie II, the communication robot used in our experiments.
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Procedure

Each participant controlled the robot for six interactions, two for each of the three workload
conditions (low, medium, and high). The order of these conditions was counterbalanced.

For each question, the operator was presented with a choice of two category buttons.
After choosing one of the options, the operator was faced with another binary choice, con-
tinuing until the end of the tree, where the operator could choose one of two utterances for
the robot to speak. This binary tree design enabled the workload of the task to be controlled
precisely by adjusting the depth of the tree. In this way, we were able to create low, medium,
and high workload conditions, using 1, 3, and 6 choices respectively. Fig. 5.3 shows an
example of our interface. For workload consistency, operators were instructed to continue
choosing the categories that seemed most appropriate, even after making a mistake.

Figure 5.3: Example of the “binary tree” interface to answer the question, “does this compact
camera have shake reduction?”

After each interaction, the operator recorded an estimate of the absolute number of sec-
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onds which had elapsed between the asking of the question and the operator’s response.

Results

As we had predicted, the participants underestimated the amount of elapsed time when work-
load was high. Fig. 5.4 compares the average operation time for each condition with the
average time estimated by the operators. Note that each participant performed two tasks for
each condition, so we took the average of two measurements for each condition.

Figure 5.4: Comparison of operator time estimates with actual elapsed time for three work-
load conditions.

As these results show, the operators slightly overestimated the time by 1.2 seconds in the
low-workload case, and they underestimated it by 1.3 seconds in the medium workload case,
and by 7.7 seconds in the high-workload case.

For this time-estimation gap (i.e. real time minus estimated time), a repeated-measures
ANOVA (Analysis of variance) was conducted with one within-subject factor, workload. The
Huynh-Feldt ε correction was used to evaluate F ratios for repeated measures. A significant
main effect was found (F(2, 26)=22.790, p<.001, ε=.772, partial η2=.637).

A multiple comparison with the Bonferroni method was conducted for the workload
factor, revealing significant differences among all pairs (p<.001 for comparison of the high-
low pair, p<.01 for the medium-low pair, and p<.05 for the high-medium pair).

Discussion

These results clearly show the phenomenon with which we are concerned: operators tend
to underestimate the passage of time in high-workload conditions, sometimes dramatically.
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In a real conversational interaction, this phenomenon could result in an operator making a
customer wait for an unreasonably long time, without even realizing how much time was
passing.

The participants in this experiment were not experienced robot operators, and it is proba-
ble that time estimation could be improved through training. However, it is our hope that the
problem can be addressed through user interface design to allow a wide range of operators
to control robots without extensive and specialized training, and as our field trial experiences
show, even expert operators experience this phenomenon to some degree.

5.4 Techniques For Assisting Teleoperation

Having verified the problem, we next examined the basic tasks necessary for conversational
teleoperation, and we developed two techniques to help mitigate the problem of impaired
temporal awareness.

5.4.1 Teleoperation Task

In real-world teleoperation situations, it is necessary to maintain a customer’s attention when
an operator is unable to respond quickly. For this purpose, we often use conversational
fillers. These are interjections such as “hmm” which provide some feedback to the customer
until the operator can provide a proper response. The study in [154] demonstrates that the
appropriate use of conversational fillers improves customer satisfaction.

In our field trials, the operators manually actuate these conversational fillers in addition
to operating the other controls in the interface. If an utterance will take a long time to type,
the operator will click a button to start a filler before typing, with the goal of keeping the
silence time low, e.g. below 5 seconds.

The operator is thus responsible for two main tasks with different temporal awareness
requirements. The first is selecting or typing appropriate utterances. For this task, overall
awareness of whether or not a customer has been made to wait too long may influence the
operator’s choice of utterances. Temporal awareness on this scale is our primary concern.

The second task is actuating conversational fillers when necessary. This task requires a
more precise awareness of the amount of time that has passed, and task success is sensitive
to small time estimation errors.

5.4.2 Assisting Operator Awareness

The first technique we evaluated was using a clock display to explicitly assist the temporal
awareness of the operator. We chose to use a clock (shown in Fig. 5.5) which displays time
through a rotating second hand and a digital display of seconds.
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Figure 5.5: Screenshot of the teleoperation interface. The clock in the upper left was shown
only for some conditions of the study presented in Sec. 5.6

Our hypothesis was that this mechanism would improve the operator’s time estimation.
We expected it would also help the operator use conversational fillers more effectively, which
should reduce the number of long silences. However, as it does not change the operator’s
task, we predicted that it would not reduce the operator’s workload or improve overall re-
sponse time.

5.4.3 Automating Conversational Fillers

The second approach we evaluated was the automation of conversational fillers to simplify
the operator’s task.

Note that different kinds of conversational fillers are appropriate for short and long
pauses, and a conversational filler should not be used if the operator is expected to respond
quickly. We developed a simple model to predict the operator’s response time, and used this
prediction to make decisions about the timing and usage of conversational fillers.

Our hypothesis was that this would improve the timing of conversational fillers and re-
duce long silences, which is assumed to improve customer satisfaction. We also hypothe-
sized that this mechanism would reduce the operator’s workload and improve the operator’s
response time, as it simplifies the operator’s task. We did not predict that it would necessarily
improve the operator’s estimation of time.
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5.5 Estimating Operation Time
To model the amount of time required by the operator to respond to a question from the
customer, we will consider the operator’s response time to be the sum of the operator’s
thinking time and actuation time. For robots providing simple services, we assume that
the majority of inquiries will be simple, factual questions, for which thinking time can be
approximated as being constant.

Next, we model actuation time as being a function of the type of input task being per-
formed by the operator, such as entering a phrase, or finding a place on a map. From our
field trial experiences, we have observed that this is often the case, as text entry and map
selection tasks take much longer than simply clicking a button or choosing an option from a
menu.

While recognizing that many factors, such as training time and computer experience,
can affect individual response times, we performed a study to generate a basic model to
predict the amount of time required by college-age, first-time operators using our interface
to respond to a set of predefined questions.

5.5.1 Objective
The objective of this study was to create a simple empirical model enabling us to predict
operation times for an operator using our interface, based on the input task being performed.
The four input tasks we investigated were as follows:

• Simple choice: Clicking a single button

• Categorized choice: Choosing an item from a tabbed menu

• Find a place: Choosing a location from a map

• Enter a phrase: Direct text entry via the keyboard

5.5.2 Setup
This study was based on a robot providing guidance and information services in a shopping
mall. Each participant remotely operated the robot while one of our staff members, playing
the part of a customer, asked the robot questions.

8 undergraduate, native Japanese speakers (3 female and 5 male, average age 22.5, stan-
dard deviation 1.85 years) participated in this study, for which they were paid. No partici-
pants had had prior experience operating our robots.

The teleoperation interface used for this study was based on an interface we developed for
our field trials. Fig. 5.5 shows the graphical layout. The upper panel shows the robot’s status
and video from the robot’s camera. The lower panel contains operator controls, featuring a
fixed list of buttons in the center (area “A” in Fig. 5.5), a tabbed menu of buttons representing
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categorized behaviors on the left (area “B”), a button on the right for opening a map panel
showing guide locations within the shopping mall (area “C”), and a text entry field at the top
for directly entering text for the robot to speak (area “D”). The clock in the upper left was
not shown during this study.

5.5.3 Procedure

Five sets of four questions (4 questions for training, and 16 questions for evaluation) were
prepared, with each set including one question for each of the four input tasks. Responses to
those questions were prepared for the interface.

The simple choices included answers to commonly-asked questions from our field trials,
such as “where is the toilet?” and “may I take a picture?” Note that although giving direc-
tions to a location requires more than a simple utterance, it is still a closed-ended question for
which a response including several gestures and utterances can be pre-programmed. Thus
from an operator’s perspective, responding to the question “where is the toilet?” is as simple
as responding to a yes-no question such as “may I take a picture?”

The categorized responses included movie start times, sorted by movie title; restaurant
recommendations, sorted by restaurant type; and shop closing times, sorted by type of shop.

For the map-based tasks, we used guide maps taken from one of our field trials, modified
to show only two floors of the shopping center, and eight shops on each floor.

Finally, the text field was prepared to simulate situations that are not covered [48], i.e.
a predefined answer for that question has not been implemented in the robot. In our field
trials, operators had the background knowledge to answer such questions. Since participants
lacked such knowledge, we prepared a list of questions and answers which could not be
answered using the buttons on the interface. Participants were instructed to use the text field
in such cases. An example of one of these questions is, “What special events are happening
this week?”

Every control in the interface was explained individually, including those inside the
tabbed menus and every location on the map. The stock answers for the text entry questions
were also presented. Each participant then operated the interface for four practice questions,
one for each type of input task.

Participants then responded to the remaining 16 questions, asked in random order. The
average response times recorded for each of the input tasks are shown in Fig. 5.6. Unsur-
prisingly, the results showed that the simple and categorized input tasks were much faster
than the others, and that text entry was the slowest by far. Operator response time directly
translates into customer wait time, so these values can help to predict how long a customer
will be made to wait, as a function of the operator’s input task.
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Figure 5.6: Average operator response times for four types of input tasks.

5.5.4 Application

This model enables us to develop an automatic mechanism for inserting conversational fillers
in an appropriate way.

Conversational filler Strategies

We developed three strategies for generating conversational fillers based on the operator’s
estimated response time: “no filler”, “short filler”, and “long filler”.

No filler: According to the findings in [154], it is important for the robot to respond in
some way within about two seconds. If the operator can respond in that time, no filler is
required.

Short filler: If the operator is expected to take slightly longer than two seconds, a short
filler is necessary. Our system uses “etto,” a thinking sound similar to “hmm” in English.

Long filler: For response times longer than two seconds, a long filler may be more socially
appropriate than simply repeating “etto” several times. For long fillers, our robot says dif-
ferent phrases, like “chotto matte ne” (“please wait a moment”). The robot then continues
saying fillers every 4 seconds, to signal to the customer that it is still “thinking”.

Applying the Model

By monitoring user interface events, we can identify which input task is being performed by
the operator. If the mouse pointer is detected in the fixed button panel or the tabbed menu,
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we assume that the operator is searching for one of the fixed or categorized choices. A click
on the map button or text box indicates that the operator will use the map or enter text.

Using these detected actions and the model created here, we can make a rough prediction
of the operator’s response time. The predicted response time can then be used to choose the
conversational filler strategy, as shown in Table 5.1. The 7-second demarcation between the
short and long filler strategies comes from the initial filler time (2 seconds), plus the time for
the filler utterance (around 1 second), and 4 seconds of silence.

5.6 Experimental Comparison of Solutions

5.6.1 Experiment
A 2x2x4 within-participants factorial design was used to compare the effectiveness of these
two proposed techniques. The first factor, clock, represents the use of the clock mechanism
described in Sec. 5.4.2, in two levels: clock and no clock. The second factor, filler, represents
the use of the automatic filler technique described in Sec. 5.4.3, in two levels: auto-filler and
manual-filler. The third factor is the input task for each question, represented by the input-
task factor in four levels: simple, categorized, map, and text.

Procedure

Participants operated a robot in a shopping mall scenario, using an interface like the one
described in Sec. 5.5, but with the addition of a clock display and a conversation filler
button.

23 undergraduate, native Japanese speakers (15 male and 8 female, average age 21.1,
standard deviation 2.0 years) participated in our experiment, for which they were paid. None
had participated in the other studies in this paper.

Instructions
The scenario was explained to the participants, and they were shown a demonstration

of a simple interaction with the robot. The robot’s response time and the importance of
responding quickly were discussed, and the point was repeated several times throughout the
task explanation.

Every control and map location on the interface, including the clock and conversation
filler button, was explained. For the manual-filler conditions, the operators were instructed
to manually insert conversational fillers using a button on the interface, first within 2 seconds
of the end of the customer’s question, and afterwards never to allow more than 5 seconds of
silence. They were also told to be aware of their operation time, and to estimate it after each
interaction.

A four-question training session was conducted for each operator, just as in the previous
study. The same list of questions from the previous study was used for this experiment.

Trials
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Predicted Response Time Conversational Filler Strategy
less than 2 seconds No filler
2-7 seconds Short filler
greater than 7 seconds Long filler

Table 5.1: Conversational filler strategies by response time

Each trial consisted of four questions, one for each of the input tasks, which were always
asked in the order: simple, text, map, categorized. Note that while the customer was asking a
question, the operator’s screen controls were blanked, so even if an operator could anticipate
the input-type for the next response, no pre-actuation was possible.

Four trials were conducted for each participant, one trial for each combination of clock
and filler conditions. The order of clock and filler experimental conditions was counter-
balanced between participants, and question sets were also counterbalanced between condi-
tions, to ensure that results were independent of specific question content. Each participant
answered each question only once.

Evaluation

After each interaction, the participants estimated the time it took them to respond to that
question. Then, after each trial of four questions, the participants rated their workload for
the trial. For this evaluation, we used the NASA-TLX scale (Task Load Index) [62], a tool
for assessing subjective workload based on six factors: mental demand, physical demand,
temporal demand, operator performance, frustration, and effort.

A total of four measurements were used in this study:

• Operation time, from the end of the customer’s question until the operator sends a
command

• Time estimation error, calculated by subtracting the estimated time from the actual
operation time

• Silence duration, the maximum duration of silence between robot utterances during
an interaction

• Perceived workload, the NASA-TLX score

5.6.2 Hypotheses
To restate the hypotheses from Sec. 5.4 in terms of the factors in this experiment, we pre-
dicted that the use of auto-filler would reduce silence duration, perceived workload, and
operation time, with no effect on time estimation error. Furthermore, we predicted that the
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presence of the clock mechanism would reduce time estimation error and silence duration,
but have no effect on operation time or perceived workload.

5.6.3 Results

The results for the four measurements are shown in Fig. 5.7. Full analysis is presented for all
three factors (clock, filler, and input-task) for the measurements of “operation time,” “silence
time,” and “time estimation error.” Regarding “perceived workload,” the NASA-TLX test
was administered only once after each trial of four questions. As each trial contained all four
input tasks, it was not possible to examine TLX scores for each input task separately. Hence
perceived workload is analyzed here with respect to clock and filler only.

Figure 5.7: Results for the four variables measured in our experiment.
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Operation time

For operation time, shown in Fig. 5.7 (upper left), a three-way repeated-measures ANOVA
(Analysis of variance) was conducted with three within-subject factors: clock, filler, and
input-task. The Huynh-Feldt ε correction was used to evaluate F ratios for repeated mea-
sures. A significant main effect was revealed in the filler factor (F(1,22)=13.279, p<.001,
partial η2=.376). No significance was found in the clock factor (F(1,22)=.069, p=.796,
partial η2=.003), or in the interaction between these factors (F(1,22)=.006, p=.937, partial
η2=.000).

For the input-task factor, the main effect (F(2.182,66)=121.429, p<.001, partial η2=.847)
and interaction with filler (F(1.984,66)=4.203, p=.022, partial η2=.160) were significant,
whereas the interaction with clock (F(2.316,66)=.049, p=.967, partial η2=.002), and the
interaction among the three factors (F(2.048,66)=.460, p=.639, partial η2=.020) were not
significant.

The interaction with filler indicates that the filler significantly reduced the operation time
in typed input (p=.006), but the difference was not significant for the other input types: simple
(p=.621), categorized (p=.204), and map (p=.200).

The main effect and the interaction with filler also indicate that operation time varied
for different input tasks, as we already discovered in Sec. 5.5. A multiple-comparison with
the Bonferroni method was conducted for the four input tasks, which revealed significant
differences in operation time as follows: for the manual-filler condition, text > simple, cat-
egorized, and map (p<.001), and map > simple and categorized (p<.001). There was no
significant difference between simple and categorized (p=1.0). For the auto-filler condi-
tion, text > simple, categorized, and map (p<.001), map > simple (p<.001) and categorized
(p=.001). There was no significant difference between simple and categorized (p=.119).

Predictions: Auto-filler will reduce operation time. Clock will not affect operation time.
Results: As predicted, the use of auto-filler reduced the time needed for operation for

text but not significant for other input; clock did not contribute.

Time estimation error

For time estimation error, shown in Fig. 5.7 (upper right), a three-way repeated-measures
ANOVA was conducted with three within-subject factors, clock, filler, and input-task. The
Huynh-Feldt ε correction was used to evaluate F ratios for repeated measures. A signifi-
cant main effect was revealed in the filler factor (F(1,22)= 13.415, p=.001, partial η2=.379).
The main effect in clock was significant (F(1,22)=19.740, p<.001, partial η2=.473). No
significance was found in the interaction within these factors (F(1,22)=.001, p=.977, partial
η2=.000).

Regarding the input-task factor, the main effect (F(1.868,66)=33.650, p<.001, partial
η2=.605) and the interaction with clock (F(1.559,66)=9.066, p=.002, partial η2=.292), and
the interaction with filler (F(2.384,66)=8.246, p<.001, partial η2=.273) were significant,
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whereas the interaction among these three factors (F(1.775,66)=.223, p=.775, partial η2=.010)
was not significant.

We analyzed the interaction with the clock with the Bonferroni method, which revealed
that in the text input the clock effect was significant (p<.001), but no significance was found
in other inputs (for simple: p=.496, map: p=.418, and categorized: p=.218).

We analyzed the interaction with the filler with the Bonferroni method, which revealed
that in the text input the filler effect was significant (p<.001), and almost significant in the
map (p=.092), but no significance was found in other inputs (for simple: p=.359, and cate-
gorized: p=.781).

Predictions: Auto-filler will not affect time estimation error. Clock will reduce time
estimation error.

Results: Surprisingly, auto-filler significantly reduced time estimation error in text entry;
clock also had the effect of reducing time estimation error in the case of text entry.

Silence duration

For maximum duration of silence, shown in Fig. 5.7 (lower left), a three-way repeated-
measures ANOVA was conducted with three within-subject factors, clock, filler, and input-
task. The Huynh-Feldt ε correction was used to evaluate F ratios for repeated measures.
A significant main effect was revealed in the filler factor (F(1,22)=18.991, p<.001, partial
η2=.463). No significance was found in the clock factor (F(1,22)=1.433, p=.244, partial
η2=.061) or in the interaction within these factors (F(1,22)=.011, p=.917, partial η2=.001).

Regarding the input-task factor, the main effect (F(2.173,66)=54.385, p<.001, partial
η2=.712) and the interaction with filler (F(2.046,66)=15.199, p<.001, partial η2=.409) were
significant, whereas the interaction with clock (F(2.703,66)=.794, p=.491, partial η2=.035),
and the interaction among these three factors (F(3,66)=.006, p=.999, partial η2=.000) were
not significant. We analyzed this significant interaction with the Bonferroni method, which
revealed that in the manual-filler conditions, max duration of silence was longer in catego-
rized (p=.026), map (p=.007), and text (p<.001) input, but not for simple input (p=.607).
Clearly, this is because simple input is fast enough not to require fillers, so use of auto-filler
did not contribute to reduce max duration of silence for simple input.

Predictions: Auto-filler and clock will both reduce silence duration.
Results: As predicted, the use of auto-filler reduced the maximum silence duration,

whereas interestingly, the clock did not affect the maximum duration of silence, even for
the manual-filler condition (in fact, a separate ANOVA was conducted only for manual-filler
conditions which did not show any significant difference).

Perceived workload

For the NASA-TLX scores, shown in Fig. 5.7 (lower right), a two-way repeated-measures
ANOVA was conducted with two within-subject factors, clock and filler. A significant main
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effect was revealed in clock factor (F(1,22)=8.204, p=.009, partial η2=.272). No significance
was found in the filler factor (F(1,22)=.683, p=.418, partial η2=.030) or in the interaction
within these factors (F(1,22)=.042, p=.840, partial η2=.002).

Predictions: Auto-filler will reduce perceived workload. Clock will not affect perceived
workload.

Results: The presence of a clock increased the perceived workload, and using the auto-
filler did not decrease the perceived workload as we had expected.

5.7 Discussion and Limitations

5.7.1 Summary and interpretations

The experiment results showed that when the clock was displayed, perceived workload in-
creased. The effect on time estimation was not significant but showed a trend (p=.098) that
the operator had better time estimation when the clock was shown. When the automatic
filler mechanism was in use, total operation time decreased, and the length of the maximum
silence interval decreased. The operator’s time estimation also improved, as indicated by a
decrease in estimation error.

Of the four input tasks, typing was generally the most time-consuming. The analysis
of interaction with the input-task factor revealed that the clock was most helpful in time
estimation for the typing tasks, and auto-filler was most effective in reducing max silence
duration for the typing tasks.

These results raise some questions.
Why did the clock not help time estimation so much, while auto-filler showed a clear

effect? A possible explanation is that the auto-filler simplified the operator’s task, resulting in
better time estimation. The literature confirms that time estimation is better in less complex
situations [45, 69].

The operator’s task is also more complex when the clock is visible, requiring the operator
to process time information in addition to other tasks. This might explain the marginal results
regarding time estimation.

Another possibility is that the robot’s auto-filler behavior may have provided audible
feedback to the operator, although this was not the intention of its design. This feedback
may have helped the operators to estimate time, since it came at regular intervals. Further-
more, the fact that the feedback came from the auditory rather than visual channel may have
decreased the operator’s workload, as human factors research shows that using different sen-
sory modalities for different tasks can improve cognitive processing efficiency [162].

Why, then, did auto-filler not reduce perceived workload, even though it actually sim-
plified the operator’s task, resulting in shorter operation time? One possibility is that, as
the majority of the operator’s time and attention was spent on the input tasks, those tasks
more strongly influenced perceived workload than the manual-filler task did. Yet, the fact
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that both operation time and time estimation were improved by using auto-filler suggests that
auto-filler may in fact reduce actual workload.

5.7.2 Are these findings too obvious? Not to our operators.
Interestingly, we received unsolicited complaints from two of the participants who claimed
the automatic filler mechanism was frustrating, because they preferred to have complete
control over the system. This seems to indicate that the operators did not always perceive a
need for the automatic filler mechanism, and that its benefits are not so obvious. However,
in this study the automatic filler mechanism was shown to perform much better than the
operator in preventing long silences.

5.7.3 Generalizability and Limitations
These findings are specific to our teleoperation system, based on four input tasks. How-
ever, these are common operational tasks for conversational robots, so the findings may be
applicable to many cases of teleoperation for social robots.

We are also interested in the teleoperation of multiple robots. These findings have not
been tested in that scenario. We predict that the temporal awareness problem will be more
extreme with multiple robots, since the operator’s task is more complex. Our solution may
thus be even more effective in that case, but this remains to be tested.

5.8 Clock Display Experiment
Based on these results, we can conclude that a clock should not be shown for the input
mechanisms other than text entry, since the clock does not help time estimation in those
cases but does increase perceived workload.

Text entry is an important case, however, as it requires longer actuation time than the
other input methods, and thus time estimation errors carry a greater risk for excessive cus-
tomer wait times. For text entry, showing a clock could be useful for reducing time estima-
tion error. It is not clear whether it would increase perceived workload, however, as our first
experiment did not measure TLX scores for separate input tasks.

We thus conducted a second experiment to focus on the effect of a clock display in text-
entry tasks. Our hypothesis was that the presence of a clock during text entry would improve
the operator’s time estimation but might also increase perceived workload by creating a feel-
ing of time pressure.

We also evaluated an interface design in which a clock was shown only after each text
entry task was complete. Our hypothesis was that showing the elapsed time after each task
would increase time estimation accuracy, whereas hiding the clock during operation would
reduce time pressure and thus also reduce perceived workload.
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Furthermore, preliminary studies showed that the effectiveness of the clock displays
could be dependent upon the typing style of the operator. We observed that touch-typing
operators who watched the screen while typing were more aware of time while a clock was
being displayed than non-touch-typing operators who were looking at the keyboard. For this
reason, we studied the effect of typing style as a factor in our experiment as well.

5.8.1 Conditions

For this experiment, we used a 2x3 between-participants factorial design with two factors:
typing style and clock type.

The typing style factor was studied in two levels: up-type, meaning the operator looked
at the screen while typing, and down-type, meaning that the operator looked at the keyboard
some or all of the time while typing.

The clock type factor was studied in three levels: no-clock, clock-during, and clock-after.
In the no-clock condition (NC), participants typed their answers to a customer’s question
into a text box, and no feedback was provided to them about the amount of elapsed time.
In the clock-during condition (CD), a digital display of the number of elapsed seconds was
provided on the screen while they typed the response. Finally, in the clock-after condition
(CA), no clock was displayed while typing, but after typing was complete the display showed
the total number of seconds elapsed.

Our hypotheses regarding clock type were as follows:

• The operator’s time estimation will be improved when a clock is shown (clock-during
and clock-after conditions).

• The operator’s perceived workload will be higher for the clock-during condition than
for the clock-after condition, because of the perceived time pressure.

• Operators will tend to type shorter utterances when a clock is present.

• Operators will tend to type faster in the clock-during and clock-after conditions.

• Regarding typing style, we made the following hypotheses:

• Up-type operators will have better time estimation in the

• clock-during condition, while down-type operators will have better time estimation in
the clock-after condition.

• Better time estimation will also decrease response time and utterance length, and in-
crease perceived workload.
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5.8.2 Experimental Procedure
Scenario

The scenario we chose for this experiment was that of an operator controlling multiple
information-providing robots answering questions at a university. A total of 53 paid par-
ticipants, 23 female and 30 male, took part in this experiment. All were university students
(average age 20.6, standard deviation 1.7 years) and all were native Japanese speakers.

Figure 5.8: User interface for the clock experiment.

Participants performed the role of robot operator, using the interface shown in Fig. 5.8
to answer 15 simple questions about their university. They were told that the interface con-
trolled multiple robots in other rooms, and that as soon as they had entered text for one robot
to speak, the control would be switched to another robot. With this interface, they were
instructed to answer the questions to the best of their ability based on their real experience.

Since the audio feedback from automatic conversation fillers could have been a con-
founding factor in the first experiment, we did not use them in the second experiment. How-
ever, as the auto-filler mechanism was shown to be useful, we assumed that such function-
ality would be present in a real teleoperation system and thus did not ask participants in the
second experiment to enter manual fillers.

Questions

As reaction time was one variable of interest in this study, it was important to choose ques-
tions for which the participants would not have to look up information, but which they could
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answer from their background knowledge. For this reason we chose questions which we
expected most students could answer about their universities, but which non-students might
not know.

Three sets of 15 questions were prepared. In order to equalize difficulty between ques-
tion sets, response times during preliminary trials were used to allocate questions of similar
difficulty to each question set. Some examples of questions used include the following:

• Where should I go if I lose my student ID?

• How do I get to the nearest train station?

• Which courses should I take for easy A’s?

For consistency of questions between trials, video and audio for all questions were
recorded beforehand and then played back through the control interface during the exper-
iments. The questions were recorded in different rooms, from the perspective of the robots’
eye cameras. At least one minute of video was recorded after each question, showing the
facial expressions and movements of the person waiting for the answer.

Procedure

Before the experiment, a typing speed test was administered to each participant. Their typing
speed was recorded, and their touch-typing behavior was also observed and recorded. Par-
ticipants were categorized as “up” if they looked up at the screen while typing, or as “down”
if they looked down at the keyboard some or all of the time.

Within the up-type and down-type groups, participants were assigned to the different
experimental conditions based on their typing speeds, with the goal of balancing typing
speeds as much as possible across clock type conditions, as shown in Fig. 5.9.

The overall task was then explained to the participants. They were instructed to provide
polite and complete answers to questions, but also not to make the customers wait too long.
To help participants understand what a long pause would seem like to a customer, they were
shown a video of a person asking questions to a robot three times. Each time, the robot
paused for a different amount of time before responding. Pauses of 10, 20, and 40 seconds
were shown, and the robot used conversation fillers during the pauses.

After watching the video, participants were instructed on how to use the interface, includ-
ing an explanation of the clock, if one was shown. Each participant operated the interface in
response to one practice question to confirm that they understood the procedure.

Participants then used the interface to answer 14 more questions in a row, all within the
same clock type condition (no-clock, clock-after, clock-during). These questions measured
the participants’ overall performance within that condition.

Finally, participants filled out a NASA-TLX questionnaire, to evaluate their perceived
workload for the task.
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Figure 5.9: Average typing speed in pre-test.

Evaluation

In summary, the following data were also collected from each participant:

• Response time for each question

• Character length of response to each question

• NASA-TLX score for each 15-question session

5.8.3 Results
Time Estimation

For time estimation, we expected operators to underestimate the elapsed time in the no-clock
(NC) condition, and to have more accurate estimation in the clock-during (CD) and clock-
after (CA) conditions. We also expected down-type typists to have better estimation in the
clock-after condition than in the clock-during condition, as they spent less time looking at
the screen than the up-type typists did. Results are shown in Fig. 5.10.

The time estimates of the operators were typically shorter than the actual time durations,
so in this section and in Fig. 5.10 we will express error as “actual duration minus estimated
duration,” so that large values represent large errors and small values represent more accurate
estimation. Thus the expression “CA<NC” indicates that the time estimation in the clock-
after condition was more accurate than in the no-clock condition (the error was smaller).

A two-way ANOVA with two between-subject factors, clock type, and typing style, was
conducted for time estimation. A significant main effect was revealed in clock type (F(2,65)=



5.8. CLOCK DISPLAY EXPERIMENT 131

Figure 5.10: Time estimation error (actual duration minus estimated duration).

5.090, p=.009, partial η2=.135). Multiple comparison with the Bonferroni method revealed
that there were significant differences: CA<NC (p=.018), CD<NC (p=.023), but CA=CD
(p=1.00). No significance was found in the typing style factor (F(1,65)=.001, p=.970, partial
η2=.000) or in the interaction within these factors (F(2,65)=.187, p=.830, partial η2=.006).

These results support our hypothesis that the presentation of a clock results in better time
estimation. Contrary to our expectations, however, they do not show a difference between
clock-during and clock-after based on typing style. This may be due to the fact that down-
type operators do look at the screen from time to time to confirm they have typed the correct
phrase.

Perceived workload

Our expectation was that the presence of a clock would increase the operator’s perceived
time pressure and that this would be measurable by a NASA-TLX evaluation of perceived
workload, shown in Fig. 5.11. Furthermore, we expected that up-type operators would
perceive higher workload in the clock-during condition, whereas down-type operators would
perceive higher workload in the clock-after condition.

A two-way ANOVA with two between-subject factors, clock type and typing style, was
conducted for TLX score. There were no significance in the clock type factor (F(2,65)=1.417,
p=.250, partial η2=.042) or typing style factor (F(1,65)=.204, p=.653, partial η2=.003), but
the interaction within these factors was significant (F(2,65)= 4.023, p=.023, partial η2=.110).

We analyzed this significant interaction with the Bonferroni method, which revealed
that in the up-type condition there is an almost-significant difference between CA and CD
(p=.074), but no significance found in other inputs (for up-type, CA-NC: p=1.000, CD-NC:
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Figure 5.11: Perceived workload, as measured by NASA-TLX score.

p=.228; for down-type, CA-NC: p=.140, CA-CD: p=.299, CD-NC: p=1.000).
These results suggest that for up-type operators, the clock-after method may be better in

terms of reducing the operator’s perceived workload. Note that for most applications, it is
likely that touch-typists will be employed as operators.

Response Time and Character Length

We expected that both response time and character length would be lower for the clock-
during and clock-after conditions, compared with no-clock, and that both would be lower for
up-type operation than for down-type. The results for these two measurements are shown in
Fig. 5.12.

For response time, we conducted a two-way ANOVA with two between-subject factors,
clock type and typing style. No significance was found in the clock type factor (F(2,65)=.109,
p=.897, partial η2=.003), in the typing style factor (F(1,65)=.088, p=.768, partial η2=.001)
or in the interaction within these factors (F(2,65)=.258, p=.773, partial η2=.008).

For character length, we also conducted a two-way ANOVA with two between-subject
factors, clock type and typing style. In this case, a significant main effect was revealed in the
typing style factor (F(1,65)= 14.423, p=.000, partial η2=.182). No significance was found
in the clock type factor (F(2,65)=.292, p=.748, partial η2=.009) or in the interaction within
these factors (F(2,65)=.462, p=.632, partial η2=.014).

Interestingly, these results do not show any significant difference in response time or
character length based on clock-type, contrary to our expectations.

The results do show that although response time did not vary with typing style, the up-
type typists provided longer (and ostensibly better) responses. We attribute this to the fact
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Figure 5.12: Average response time, in seconds, and average character length of responses,
in Japanese characters.

that the up-type operators had a higher average typing speed.

5.8.4 Discussion of Results
In our previous experiment, we observed a trade-off, in which the display of a clock improved
the operator’s time estimation, but at the cost of an increase in perceived workload.

In this experiment, we observed that the clock display again improved the operator’s
time estimation, but this time the effect on perceived workload was not as evident. As this
experiment only examined text entry, it is possible that the observed effect in the previous
experiment mainly occurred in the other, faster, input methods.

Our results suggested that, for the case of up-type operators, showing the clock after the
entry of each utterance (clock-after) resulted in lower perceived workload than showing the
clock throughout the task of text entry (clock-during). This trend did not show strong sig-
nificance (p=.074), but the results suggest that the clock-after technique might be useful for
improving the time estimation of touch-typing operators without increasing their perceived
workload.

We did not see a direct association between time estimation and operator performance
results, either in silence time in the first experiment, or in response time in the second exper-
iment.

We interpret this data by considering the relationship between time estimation and time
pressure. The average response time was around 32 seconds. Even underestimating this time
by 15 seconds, an operator would still believe that it took 17 seconds to type the response. Yet
in normal conversation, a person would respond to this question far more quickly, probably
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within 2 or 3 seconds. It is possible that there is little difference in the time pressure an
operator feels after 17 seconds or 27 seconds, as both of these times are far beyond what
could be considered a “normal” human response time.

That would explain why little difference in response times is visible between clock type
conditions. However, if the operators really do feel the same amount of time pressure, then
why would there be a difference in character length of the operators’ responses between
typing style conditions? We believe that this could be due to touch-typists being more fluent
with keyboard entry and thus accustomed to entering longer text. If slower typists are less
familiar with using a keyboard, they might naturally enter shorter, less complete answers.
Thus, in applications where the quality of an answer is important, we might expect faster
typists to provide better answers than slower typists, not simply the same answers in a shorter
time, although response quality was not evaluated in this study.

5.9 Discussion

Temporal awareness is important in teleoperation of conversational robots both in an imme-
diate sense, because people have a low tolerance for long pauses in conversation, and in an
overall sense, because understanding how long a customer has been waiting is important in
choosing what to say. Thus impaired temporal awareness affects both utterance timing and
the content of the conversation itself.

5.9.1 Partial Autonomy

In this study, partial autonomy was used to help simplify the operator’s task. As technology
progresses, more autonomy will become feasible. Will progress in such a direction eliminate
the problem of temporal awareness? We believe it will not.

In future systems, we assume that many aspects of dialog management such as turn-
taking [170] will be automated. Simple control tasks will be handled autonomously, and an
operator will be responsible for handling complex, exceptional tasks that cannot be auto-
mated. As this autonomy improves over time, one operator will be able to control more and
more robots.

Thus in future systems, we expect the operator’s tasks to be more complex and less
routine. The operator may spend less time performing direct control of minor utterances,
focusing instead on high-level decisions and complex utterances. In this sense, temporal
awareness will become less important in terms of immediate utterance timing, and more
important in terms of choosing appropriate things for the robot to say.
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5.9.2 Interaction Asymmetries
As mentioned earlier, one possible reason for the operator’s poor temporal awareness is the
asymmetry of the interaction, and reducing this asymmetry could help moderate the temporal
awareness problem. There are two parts to be considered in this asymmetry: the task and the
modality.

In terms of the task, the operator is entering data or looking up information in a map or
a database, while the customer is asking a robot for information. In future systems, as the
operator’s task complexity increases, we expect that the task asymmetry will also increase.
Both the increased complexity and the increased asymmetry may contribute to impaired
temporal awareness.

In terms of the modality, the operator is interacting with a graphical computer interface,
while the customer is face-to-face with a physical robot. To reduce the severity of this asym-
metry, an immersive telepresence approach might help. Combining natural gesture control,
as in [104] and [101], with an immersive first-person video feed [105] could reduce this
asymmetry and provide the operator with a more natural sense of participating in a face-to-
face interaction.

5.9.3 Limitations of this study
Customer experience

The experience of the customer interacting with the robot was not analyzed here, and the
operator’s performance was only examined numerically. The significance of an operator’s
temporal awareness as it affects the overall customer’s experience is not easy to measure di-
rectly, and the importance of appropriate timing might be dependent upon the conversational
context or other social factors. Considering the customer as a human element, there might
be social ways to mitigate the sensitivity of customers to wait time.

Interaction complexity

Another limitation is that the interactions used in this study were simple question-and-answer
exchanges. While other dialogue patterns are certainly possible, we believe that question-
and-answer interactions will be quite common, particularly in the service robot domain,
where interactive robots will often be providing information to people.

Another point that must be considered is that many human-robot interactions will likely
extend beyond “single-round” exchanges. Our current study addresses the problem where
an operator performs one input task per interaction; however, as shown in the introduction,
the temporal awareness problem becomes more serious when an operator is continuously
busy with many tasks. We think it likely that an operator’s small judgment errors due to
inaccurate temporal awareness may accumulate over several rounds of a conversation to
cause significant frustration to a customer.
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Multiple Robot Control

While we have seen that temporal awareness is an issue even when controlling one robot, the
original problem presented in the introduction was a case of multiple-robot control, which
presents new challenges. Multitasking in general has been shown to impair temporal aware-
ness. Additionally, to enable an operator to focus on one conversation at a time, auditory
information from other robots would need to be selectively muted. In such a case, the op-
erator would be even less aware of wait time for robots that were not currently the focus of
attention, and explicit mechanisms might be necessary for communicating this wait time.

Social Feedback

Another interesting issue that was raised during the final study in this paper was the effect of
the operator seeing video of the customer. While some participants ignored the video feed
while typing their responses, others indicated that they felt pressured by seeing the facial
expressions of the impatient customer. If such social cues can be transmitted effectively,
then it is possible that the operator’s temporal context might more closely approximate that
of a face-to-face conversation.

5.10 Conclusions

In this study, we have empirically demonstrated that the time estimation ability of operators
controlling conversational robots can be impaired under high workload conditions. We have
also conducted a comparison of two approaches to addressing this problem: by providing
temporal information explicitly through a clock display, and by using autonomy to reduce
the operator’s task load. The results showed that the clock display alone did not significantly
improve performance, but that it did increase the operator’s perceived workload. The partial
autonomy resulted in better performance as well as improved temporal awareness, without
significantly affecting perceived workload.

Next, we examined the effectiveness of the clock display for text entry in particular,
and found that while the clock displays significantly improved time estimation, we did not
see a significant influence on the length of typed responses. The results also showed an
almost-significant trend among touch-typists in which showing a clock after the finish of each
operation resulted in a lower perceived workload than showing a clock throughout operation,
although these two conditions yielded the same improvement in temporal awareness.

An interesting conclusion of this study is that indirectly supporting temporal awareness
by simplifying an operator’s task may be better in some cases than direct support, as our
first experiment found perceived workload to be lower when the clock was not visible. This
suggests that if better awareness can be achieved by reducing the operator’s task complexity,
then withholding information from the operator might be beneficial.
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Finally, these findings are complemented by the technical contribution of our successful
implementation of an automatic filler mechanism. Our simple approach of inferring the
input task from mouse movements worked well for the tasks in this study, in that it limited
silence time much more effectively than manual control. This technique was not always
successful, however, and the operation task was not predicted accurately every time. For
higher accuracy, it may be possible to incorporate information from interaction context or
history to predict the operation task, and to extend the timing model to incorporate thinking
time as well as actuation time.
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Chapter 6

Interaction Design Framework

This chapter focuses on the robot itself, presenting design framework which enables the de-
velopment and maintenance of interactive applications in a social robot by cross-disciplinary
teams of programmers and interaction designers. By combining a modular back-end soft-
ware architecture with an easy-to-use graphical interface for developing interaction sequences,
this system enables programmers and designers to work in parallel to develop robot applica-
tions and tune the subtle details of social behaviors. This chapter describes the structure of
the design framework and presents an experimental evaluation of the system showing that it
increases the effectiveness of programmer-designer teams developing social robot applica-
tions.

6.1 Introduction

The field of social robotics is still young, and although much research has focused on details
of creating humanlike interactions for social robots, little attention so far has been paid to the
development process itself, which is usually performed by programmers. However, this is
really a cross-disciplinary process integrating technical knowledge of hardware and software,
psychological knowledge of interaction dynamics, and domain-specific knowledge of the
target application.

The development of social robot applications faces not only the conventional challenges
of robotics, such as robot localization and motion planning, but also new challenges unique
to social robots, including new kinds of sensory-information processing, dialog management,
and the application of empirical design knowledge in interaction. Examples of this design
knowledge include maintaining acceptable interpersonal distance [182], approaching people
from a non-frontal direction [27], and controlling the duration and frequency of eye contact
[117], all of which have been shown to be important for social robots.

Applications developed in a research context are usually small-scale and engineered by
small groups of highly-capable individuals. However, scaling this process to the level of

139
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real-world commercial deployment requires a collaborative design process involving people
with different areas of expertise.

For example, algorithms and software modules are often developed for information-
processing tasks like human tracking, social group detection, gesture recognition, prediction
of human behavior, or dynamic path planning. Development of such modules fundamentally
requires programming expertise.

This work is supported by the NEDO (New Energy and Industrial Technology Develop-
ment Organization, Japan) project, ‘Intelligent RT Software Project.’

Other tasks do not, by their nature, require programming ability. These include scripting
the robot’s utterances, choosing gestures, and structuring the sequence of the robot’s actions.
Sometimes the specialists most qualified to design the interaction flows or contents of robot
behaviors are non-programming researchers or domain experts. However, these specialists
are often required to rely upon programmers for development and modification of interaction
flows and behavior contents.

Such a design process is inherently inefficient. To improve efficiency in the design of so-
cial robotics applications, a structured framework is necessary to enable these fundamentally
distinct aspects of social robot application development to be conducted in parallel.

In this paper we propose a framework which uses clearly-defined layers of abstraction
to allow this kind of parallel development. In our framework, programming specialists are
free to focus on low-level programming tasks like hardware interfacing or data processing.
These low-level components are then encapsulated and presented to interaction designers via
an easy-to-use graphical interface for developing interaction flows and fine-tuning details of
the robot’s utterances and gestures.

6.2 Related Work
Related research has explored robotics development frameworks, dialogue management, and
the handling of gestures and nonverbal communication.

6.2.1 Development Frameworks

Many powerful development tools exist for programming robot systems [91], and some
frameworks such as ROS and Player/Stage have been adopted widely by robotics specialists.
Development environments such as Choregraphe [130] enable smooth motion and behav-
ior planning for complex operations such as dancing. Some development environments are
targeted towards novice users or even young children [34]. However, all of these systems
generally focus on conventional robotics problems such as navigation, mapping, and motion
planning.

Some development environments are targeted more specifically towards development of
robots for social interaction, including the capacity for developing dialogue management in
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addition to conventional robotic capability [178, 118]. However, these systems are still based
on programming or scripting, and are not intuitive for nontechnical users.

For dialogue development, the CSLU RAD toolkit [108] provides a flowchart-based in-
terface for building dialogue flows, but its inputs and outputs are limited to speech only. A
framework for social robots will need to handle many kinds of sensor inputs and actuate both
speech and robot motion.

6.2.2 Dialogue Management

Traditional Dialogue Management

There are three main approaches that have been used to create dialogue management sys-
tems: state-based, frame-based, and plan-based [109].

State-based systems generate utterances and recognize users’ responses according to a
state-transition model, like a flowchart. This approach is simple and intuitive, and thus easy
to implement and often used in working systems.

Frame-based systems fit users’ responses into pre-defined slots in “frames” to estimate
user goals. These are often used for telephone-based dialogue systems, e.g. for provid-
ing weather or transportation information. Frame-based systems can handle more complex
information, but involve more effort for preparation of such frames of knowledge.

Plan-based, or “agent-based,” systems use a set of rules to change the internal states of
an agent to navigate through conversation, e.g. [31]. These can handle the most complex
interactions, but require very advanced natural-language processing and well defined sets of
rules. This approach is often used in research but rarely used in working systems [109].

We chose a state-based approach, as it is the simplest of these three, and it is sufficient
to represent the flow of a simple conversational interaction. As our system is aimed at non-
programmers, simplicity and clarity are important for usability.

Although handling user-initiated interactions is one weak point of state-based approaches,
it is possible to build rich interactions by designing them to be robot-initiated. This may ap-
pear to be a disadvantage of state-based modeling, but it is worth noting that robot-initiated
interactions are often necessary in order to set expectations for a robot’s capabilities.

Dialogue Management in Robotics

In robotics, dialogue management has sometimes been studied while taking real-world dif-
ficulties into consideration. For example, Matsui et al. integrated multimodal input for a
mobile office robot [5, 102]. Roy et al. used POMDP’s to take account of speech recognition
errors in state-based transitions of dialogue [30, 133]. For social robots, many architectures
for cognitive processing have been developed [175, 142]. The BIRON system has used state-
transition models [89] and common-ground theory [97] to direct dialogue. However, the
majority of such systems have been task-oriented, that is, aimed primarily at communicating
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commands or teaching information to a robot [118, 19, 94]. This is different from social
dialogue, where the goal of the robot may be to entertain, interest, or persuade a customer.

Some research has focused on using generic dialogue patterns to generate dialogue for
human-robot interaction, e.g. [128, 29]. Such research has been directed towards modeling
exchanges such as factual confirmations, but not stylistic aspects such as politeness or sub-
tlety of wording. Although such patterns enable automation of certain simple exchanges, it
is not yet possible to create humanlike social interaction based on dialogue patterns alone.
For applications focusing on social interaction, human knowledge is still needed at the level
of implementing dialogue flow.

6.2.3 Nonverbal Communication

For embodied robots, interaction includes not only dialog management, but nonverbal com-
munication as well. Many aspects of nonverbal behavior have been explored, such as the use
of gestures and positioning [91, 178, 31, 128, 140, 84], gaze control [117, 116, 9, 157], and
nodding [9, 158]. Nakano et al. also developed a mechanism to generate nonverbal behavior
based on speech context in an embodied conversation agent [119].

Our proposed architecture allows such nonverbal behaviors to be implemented in the
robot. Both implicit behaviors, such as gaze-following, and explicit behaviors, such as ges-
tures synchronized with the dialog, are supported.

6.3 Interaction Design Framework

6.3.1 Division of Roles

The concept of division of roles drives the design of our proposed approach. Roughly speak-
ing, we can categorize the main developers of a robot application into “programmers” and
“designers.” Developers in these two roles contribute in different ways to the implementation
of a social robotics application. These different contributions must be reflected in the design
framework and user interface.

Programmer

There are several tasks which by their nature require programming expertise.
Hardware interfacing: Adding new sensors or actuators to the system will require work

at the robot driver level to enable the new components to operate with the robot’s control
system.

Data processing: New recognition techniques or machine learning algorithms will be
necessary to help the robot understand the situation in its environment.
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Behavior development: Basic interactive robot behaviors need to be developed, e.g. a
behavior for approaching a moving person in a socially-appropriate way, based on tracking
information from an external sensor network.

Interaction Designer

The tasks of an interaction designer center around the creation of content for the robot’s inter-
actions, and the creation of logical sequences of robot behaviors to be executed. Specifically,
design tasks include the following:

Dialogue generation: An interaction designer will need to specify the robot’s utterances
and gestures. To tune the robot’s performance, a designer could adjust the speed of the
robot’s actions or speech, or insert appropriate pauses.

Interaction flow design: By linking the robot’s behaviors into sequences, a designer
can create interaction flows. The designer needs to consider the order in which the robot
should present information, when it should ask questions, and how it should respond to a
person’s actions. Non-dialogue elements could be used in these flows, such as driving to a
new location or approaching a customer. An understanding of HRI design principles would
be useful for an interaction flow designer.

Content entry: It may also be necessary to enter large amounts of domain-specific con-
tent, such as items in a restaurant menu, details about products in a store, directions to lo-
cations in a shopping mall, or information about seasonal events. This task might require a
designer with specific domain knowledge relevant to the target application.

6.3.2 Robot Control Architecture

Our system uses a four-layer architecture, shown in Fig. 6.1. While similar to other modular
architectures, the emphasis here is on the encapsulation of low-level control and processing
into simple components such as behaviors and explicit gestures, which can easily be used by
a non-programming designer to create social interaction flows.

Robot Driver Layer

The lowest layer is the robot driver layer, which contains hardware-specific driver modules.
These modules support abstract interfaces that hide minor differences between similar robots,
such as different motor or joint configurations, or size differences (e.g. slightly longer/shorter
arms, human-size or baby-size, etc.). This enables the same applications and behaviors to be
used with different robots, as long as they are functionally similar, e.g. wheeled humanoid
robots. Our architecture currently supports four robot platforms.

The concept of modular drivers is not new, and in theory it should be possible to im-
plement a system like ours on top of popular modular middleware frameworks such as Mi-
crosoft’s Robotics Developer Studio or Willow Garage’s ROS.
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Figure 6.1: Four-layer robot control architecture.

Information Processing Layer

The information processing layer contains sensing and actuation modules. Sensing modules
are components related to recognition of environments and activities in the real world. Ex-
amples include localization, human tracking, face detection, speech recognition, and sound
source localization.

Actuation modules perform processing for tasks like path planning or gaze following.
Some knowledge about social behavior is implemented here. Following the approach in
[149], we classified non-verbal behaviors as implicit, which do not need to be specified by
designers, and explicit, which need to be synchronized with utterances. Based on the state
of conversation (e.g. talking, listening, or idling), components in this layer generate implicit
behaviors such as gaze control.

Some frameworks (e.g. Microsoft RDS), are primarily targeted towards development at
this level for robotics research or education, but our framework considers this layer mainly
as infrastructure to enable the creation of higher-level behaviors.

Behavior Layer

The concept of a robot “behavior” as a combination of sensor processing and actuation is
used both in behavioral robotics, e.g. [12], and in social robotics [84]. Examples for so-
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cial robots include guide behaviors incorporating speech, gesture, and timing, or approach
behaviors which react to a person’s trajectory [139].

In our architecture, behaviors are implemented as software modules in the behavior layer
which execute actions and react to sensor inputs. They can incorporate social knowledge,
for example, by specifying gestures like tilting the robot’s head to one side while asking a
question [149]. It is also possible to design behavior modules to be configured by designers
from the application layer. This is a powerful concept, as it enables the development of
flexible, reusable behavior modules.

Application Layer

The highest layer is the application layer, where designers can develop social robot appli-
cations. Using “Interaction Composer,” the graphical interaction development environment
shown in Fig. 6.2, non-programmers can access behavior and sensor modules in the under-
lying layers. This software enables interaction flows to be built by assembling behavior and
decision blocks into sequences resembling flowcharts.

6.3.3 Interaction Composer

It is important to note that Interaction Composer (IC) is not simply a graphical programming
language. Its graphical representations map directly to the underlying software modules,
making it a tool that bridges the gap between designers and programmers.

Behavior Blocks

Behavior blocks (the darker blocks in the flow example shown in Fig. 6.2) allow the de-
signer to use the behavior modules defined by programmers. These can represent behaviors
like asking a question or giving directions. By configuring the properties of a behavior, the
designer creates a “behavior instance.” A behavior flow may contain many instances of gen-
eral behaviors like “Talk” and “Ask”. When a programmer creates a new behavior module,
a corresponding block becomes available for designers to use in IC.

A developer can also allow a designer to provide arguments for behaviors. By configuring
behaviors through IC, a designer can easily use behaviors in different ways without knowing
the details of the program embedded in the behavior.

Fig. 6.3 shows two possible configurations of the “Approach” behavior. The behavior
itself involves complex information processing such as dynamic path-planning for approach-
ing from the frontal direction of the person. However, the concept of “approach” is easily
understood, and thus a designer can use the behavior without knowing the details of internal
mechanism. There are three arguments prepared for the “Approach” behavior: the robot’s
speed, the distance at which to speak to the target person, and the contents of utterance. The
designer could configure the behavior for “slow speed” and “social distance (1.5 m)” for
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Figure 6.2: Screenshot of Interaction Composer.

Figure 6.3: Example configurations of an “Approach” behavior.
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approaching a waiting person; or with “fast speed” and “public distance (3 m)” in case of
catching up with a person who forgot an item.

IC also supports easy addition of robot gestures. Figs. 6.4 and 6.5 show screens for
editing gestures to be associated with utterances. In Fig. 6.4, a designer inputs an utterance,
(”How about this laptop?”), and then chooses a part (”this laptop”) to add a gesture. By
clicking the “reference” button in Fig. 6.4, a new screen for reference (pointing) gesture
appears (Fig. 6.5), in which the designer can choose a pre-defined label (“LaptopA”) for a
pointing gesture. The robot will do the pointing gesture when it utters the “this laptop” phrase
toward the object labeled “LaptopA”. Other gestures, such as “emphasis,” “big,” “small,” etc.
can also be selected.

Figure 6.4: Selection of the utterance where a robot points to an object.

Figure 6.5: Selection of a pointing target.

The robot also used implicit gestures, causing it to move its arms and head slowly while
idling, more actively while talking, and tilting its head to the side while asking questions.
When explaining the different products, explicit behaviors were also included in the utter-
ances, such as emphasis gestures and pointing to the products being explained.

Decision Blocks

The flow of the interaction can be controlled by using decision blocks (the pentagonal blocks
in Fig. 6.2) to direct the execution flow based on data from sensor inputs or internal state
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variables. These blocks enable the designer to work directly with human-readable data from
the information processing layer (see Sec. III-B-2).

Examples of sensor inputs are the “ListenWord” (speech recognition results) and “Dis-
tanceHumanToLabel” (human position tracking) variables. For example, if a designer cre-
ates a scenario for shop assistant robot, the designer could specify that the robot should
ask if the customer is looking for a desktop when “DistanceHumanToLabel(DesktopPC)
<=1000”, meaning the customer is standing within one meter of the desktop PC. This infor-
mation comes from the information processing layer, so the designer needs to know nothing
about the implementation of the tracking algorithm.

“Sequential” and “random” decision blocks are also provided, which can be used to select
a different output node each time they are executed. These blocks can be useful for adding
lifelike variation to behaviors which are often repeated.

Sequences

Using only behavior and decision blocks, a program can quickly grow to be unmanageable
in size and complexity. To manage this complexity, our system enables encapsulation of
execution flows into subroutines, which we call “sequences.”

Sequences (the lighter blocks in Fig. 6.2) can be edited as separate execution flows, and
then used as blocks within other sequences. They are a powerful tool, increasing readability
and enabling structured development and debugging of interactions.

Some uses for sequences include encapsulating common tasks such as confirmation ques-
tions or delineating sections of a dialogue flow.

Interrupts

The flowchart-based representation of a dialog flow is helpful for structured, robot-driven
interactions, but it does not allow us to easily react to unexpected situations. For example, if
a customer walks away during an interaction, it might be best for the robot to stop speaking
and begin searching for a new customer. Yet, a flow which performs such a check after every
utterance would be tedious to build and hard to read.

For situations like this, we provide an “interrupt” mechanism. When the conditions of an
interrupt are satisfied, the robot’s execution flow will jump to a specified sequence.

For example, an interrupt could monitor the robot’s on-board laser range finder, interrupt-
ing the flow if no human is detected in front of the robot. If this interrupt is triggered during
a conversation, it means the customer has walked away, so instead of finishing a one-sided
conversation, the robot could search for a new customer.
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6.4 Experimental Evaluation
We conducted an experiment to evaluate the effectiveness of our parallel design approach
using Interaction Composer. In our experiment, teams of one programmer and one designer
collaborated to develop a small application for a shopkeeper robot at a computer store.

6.4.1 Conditions
We used a between-participants experimental design with two experimental conditions: with-
IC and no-IC. In the with-IC condition, the designer used Interaction Composer to build the
behavior flow, while the programmer worked in C to solve the programming problems. For
the no-IC condition, Interaction Composer was not provided. Instead, the designer created
interaction flows on paper, and the programmer implemented them in C, while also working
on the programming tasks.

6.4.2 Experimental Setup
For this experiment we used a Robovie R-2 humanoid robot. Speech recognition was per-
formed using the ATRASR speech recognition engine [150], and face detection was per-
formed using a custom application written using OpenCV.

Figure 6.6: Layout of robot and computers in experiment space.

The experimental environment was laid out as shown in Fig. 6.6, with a stationary robot
placed behind a table. Three laptop PC’s were placed on the table, and a customer stood
across the table from the robot, looking at the PC’s. As the customer moved around to
examine different PC’s, the robot could determine the customer’s position by turning its
head and using face detection, and it could conduct simple conversations with the customer
using speech recognition.
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6.4.3 Task Specifics
To choose an appropriate balance of tasks, we considered what a typical preparations for a
deployment of social robots might entail. Let us assume robots are to be deployed in a retail
shop as sales associates. This would require sophisticated social interactions such as pro-
viding product information, making recommendations based on customer needs, explaining
special offers, and gently encouraging customers to buy more expensive products or acces-
sories. The robots would need to display professionalism as their actions reflect on the shop
and influence customers’ purchasing decisions. Assume further that the core robot system
itself is a stable system for commercial use, but it has recently been upgraded with new
sensors.

The design tasks to prepare for such a deployment might include developing hundreds
of explanations, creating many different patterns of interaction sequences, fine-tuning the
timing and gestures, and testing the smoothness of flow transitions. Programming tasks
might include developing and testing recognition software for use with the new sensors. In
such a situation, it would clearly be advantageous to have the interaction content developed
by domain experts familiar with the products and sales techniques in the shop, enabling the
programmers to concentrate on the programming tasks.

Although a real development cycle would require many people and several months, we
designed this experiment to be completed within a single day. To demonstrate our proposed
approach, representative design and programming tasks were chosen which could be achiev-
able within a few hours of work. The task specifications were the same for both conditions.

Design Task

The design task for this experiment was to develop content and an interaction flow enabling
the robot to explain at least two features (price, CPU speed, etc.) of each of three computers
in a socially smooth conversation with a customer.

Participants were given a set of behaviors and functions, presented in Table 6.4.3 along
with their C API equivalents for the no-IC condition. A list of available gestures was also
provided. In both conditions, gestures were added by placing markup tags in the text to be
spoken, as in the following example.

This PC has <gesture type=”emphasis”> six hours </gesture>
of battery life.

Programming Task

The programming task focused on the processing of sensor data, which is a common task
for robotics programmers. We provided participants with a face detection application for
identifying whether a customer was present and where they were standing. As real-world
data is noisy, the programmer’s first task was to create a simple filter to remove false face
detections based on features such as height and width.
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The second task was to compute the customer’s position in space, based on the face
detection data. This would enable the robot to turn its head towards the customer while
interacting.

Behavior C Function Description
Talk void talk(string text); Speak and/or perform gestures.
Ask void ask(string text,

int time, string
expectedResponses);

Speak, then listen for a spoken
response within a given time
limit.

LookForFace int lookForFace();
Returns 0 for left, 1 for center, 2 for
right, 3 for none.

Look for a face to the left, cen-
ter, and right of the robot.

Variable C Function Description
faceDetected int isFaceDetected();

Returns 1 if face detected, 0 if none.
True if a face is currently visi-
ble

listenWord int isSpeechResult(string
result);
Returns 1 if the speech result was equal
to result, or 0 otherwise.

Most recent speech recognition
result

Table 6.1: Behaviors and Variables

6.4.4 Fairness of Conditions

For this experiment it was essential to provide exactly the same capabilities in both the C
interface and the Interaction Composer (IC) interface. To make the interfaces as equivalent
as possible, we created a single C function corresponding to each behavior template available
in IC, as shown in Table 6.4.3.

For example, Fig. 6.7 shows a simple flow in IC. The same flow could be built using our
C interface as follows:

while (lookForFace()==3) {}
talk(“Welcome to my computer shop!”);
C equivalents of the conditional, sequential, and random decision blocks were not pro-

vided, as this functionality is easily available in C, using if statements, for loops, and the
rand() function.

The equivalent of sequences is also trivial to implement in C, simply by defining a func-
tion, and interrupts were not used for either condition in this experiment. Thus, all function-
ality available in IC was also easily usable in the C interface.
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6.4.5 Participants

32 pairs of participants (49 male, 15 female, average age 24.8 years) took part in this ex-
periment. Designers were required to have no computer programming experience, and pro-
grammers were required to have basic proficiency in the C language. Programmers were
also given an entry-level C programming test before the experiment, and their scores were
used to choose the condition for their trial. This enabled us to balance the skill levels of the
programmers between conditions.

6.4.6 Procedure

After 2 hours of instruction, 3.5 hours were given for developing the robot application. Each
hour, we evaluated the progress of the application using a checklist of 17 requirements, and
we gave the participants feedback about missing features or serious problems.

The requirements checklist was independent of the experimental condition, and was
strictly an evaluation of the robot’s outward behavior, not the underlying implementation.
Examples include the following:

Figure 6.7: Example flow using IC.

Greet the customer when they arrive.
Introduce at least two features of each product.
Explain only features requested by the customer.
Show variety in utterances when they are repeated.
Say goodbye only when the customer has left.

6.4.7 Evaluation

We evaluated the overall quality of the completed applications and performed secondary
evaluations of the individual subtasks.
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Primary Evaluations

We first measured the overall quality of the completed applications using the requirements
checklist, for a score from 0 to 17, where 9 points represents completion of all basic tasks.

We also conducted an interactive evaluation, in which two evaluators, blind to the exper-
imental conditions, spent 10 minutes interacting with the robot for each application and gave
subjective quality ratings on a 100-point scale. These evaluators considered things like the
appropriateness of utterances, naturalness of gestures, and how the robot made them feel as
a customer.

Secondary Evaluations

We measured performance on the programming tasks by testing the accuracy of the face
detection filter and noting whether the second programming task had been completed, as
many teams skipped this optional task due to time pressure.

To quantitatively measure the complexity of the interaction design, we counted the num-
ber of unique utterances used in each interaction flow, expecting that interactions of higher
quality will display a greater variety of utterances.

6.5 Results

Results of primary evaluations regarding the overall performance of the robot application are
shown in Fig. 6.8, and results from secondary evaluations are shown in Fig. 6.9.

Figure 6.8: Results for primary evaluations.
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6.5.1 Primary Evaluations

For the interactive evaluation, we averaged the ratings between the two evaluators. A one-
way ANOVA conducted for the interactive evaluation results revealed a significant main
effect (F(1,30)=20.659, p<.001, partial η2=.408). A one-way ANOVA conducted for the
checklist scores also revealed a significant main effect (F(1,30)=9.905, p=.004, partial η2=.248).
Applications in the with-IC condition significantly outperformed those in the no-IC condition
in both evaluations.

6.5.2 Secondary Evaluations

Face tracking accuracy was similar between the two conditions. A one-way ANOVA con-
ducted for face-tracking accuracy revealed no significant effect (F(1,30)=.299, p=.589, par-
tial η2=.010). As we intentionally balanced the ability levels of programmers between con-
ditions, is unsurprising that we did not see a significant difference in this task. In the no-IC
condition, programmers typically gave this task priority and completed it before working on
the interaction flow. For Task 2 completion, however, a chi-square test revealed a significant
difference between conditions (χ2(1) = 18.286, p<.001, φ=.758).

Figure 6.9: Results for secondary evaluations.

Only 19% of programmers in the no-IC condition completed the second task, compared
with 94% in the with-IC condition. Programmers in the no-IC condition were usually too
busy building the interaction flow to work on this lower-priority programming task.

Finally, a one-way ANOVA was conducted for the number of unique utterances, revealing
a significant main effect (F(1,30)=12.760, p=.001, partial η2=.298). These results showed
significantly more utterances in the with-IC condition, indicating that the increased involve-
ment of the designer enabled the creation of more complex interaction flows.
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6.6 Discussion and Conclusions

6.6.1 Observations
During our experiment, different teams used our design framework with varying degrees of
success. One thing we observed is that a clear understanding of the interface between the
programming side and the interaction design is critical for productive collaboration. Some
designers using IC misunderstood the functionality of the robot’s behaviors, for example,
confusing the LookForFace behavior and the faceDetected variable. These designers built
flows with redundant or incorrect use of behaviors.

Figure 6.10: Examples of flow organization.

All teams in the with-IC condition used sequences, but some were more effective than
others. Many designers built nearly the entire flow within a single sequence, e.g. Fig. 6.10
(upper left). Others took advantage of the graphical freedom in IC to arrange the elements
into visual groups, e.g. Fig. 6.10 (upper right). More than half of the teams organized their
flows by using top-level sequences, e.g. Fig. 6.10 (bottom). The most successful teams used
sequences extensively (the best used 11, while most used 5 or fewer) to encapsulate tasks
like asking confirmation questions or confirming the customer’s presence.

In some of the more successful no-IC cases, programmers took strong initiative in the
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interaction design, using the designer’s flow as a rough guideline since the designer did not
have a clear understanding of what was difficult or easy to implement. The best programmers
were able to generate logical flows equivalent to average-performance flows in the with-IC
condition, but their flows lacked advanced features like checks to see if the customer had
moved, variation in utterances, and small talk. These features were present in many with-IC
flows.

Many unsuccessful no-IC cases failed because of mistakes in software design. As text is
a linear medium, it can be hard to see the structure of an interaction flow just by looking at
source code. Without a visualization of the structure, many programmers forgot to handle
important contingencies, such as the case when no speech recognition result is received.

6.6.2 Scalability
Scalability is a concern for any programming environment, and while our results show that
the state-based approach we use for dialog management is useful for simple flows, its scala-
bility and flexibility remain important questions.

We have found this approach useful for long, mostly-linear flows, and if the robot guides
the interaction by asking questions, people’s responses are usually predictable. We have also
found it to be effective for interactions where the robot needs to make simple responses to a
large number of keywords, e.g. providing directions to one of 90 places in a shopping mall.

The state-based approach is not as effective when the robot needs to remember interaction
history, e.g. offering to explain only information it has not already presented. In these
situations the complexity of the flow rises exponentially with the amount of state that needs
to be remembered. Such situations are fairly common in social interactions, so for some
applications we have developed custom behavior modules to handle interaction history.

So far, the current balance between functionality and ease-of-use has been sufficient for
our applications. No doubt this balance will change in the future as applications become
more complex. However, the principle of enabling designers and programmers to collaborate
through parallel development will only become more important as complexity increases.

6.6.3 Conclusions
In this paper we have presented a novel interaction design framework which enables non-
programmers and programmers to work in parallel to develop interactive applications for
social robots. In our experiment we have validated that this new design approach increases
efficiency and application quality.

Structuring the development process to reflect the unique roles of designers and pro-
grammers should help to increase efficiency and enable both programmers and designers to
produce higher quality work, making this a first step towards a scalable development process
that will eventually be applicable to commercial social robotics applications.
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The Network Robot System

This chapter will present an overall framework designed to support deployments of multi-
ple social robots in real public environments. In addition to the elements discussed so far,
the framework provides coordination between robots operating in the same environment,
manages the assignment and scheduling of robot services, and enables structured knowledge
sharing between system elements.

A set of functional requirements for a network robot system are discussed, based on
several years of experience in conducting field studies with social robots in public spaces.
The implementation of a network robot system is then presented, and a demonstration in a
shopping mall illustrates how such a network robot system framework can be used to support
heterogeneous teams of robots providing services in a real public environment.

7.1 Introduction
Over the last decade, our laboratory has conducted many field trials in real-world environ-
ments, such as a science museum [152], a train station [153], and shopping malls [151, 78].
Each deployment posed challenges in recognition, decision-making, robot coordination, and
information sharing. Through this experience, we have developed and refined a framework
which addresses these challenges.

This framework is based on a “Network Robot System” (NRS) design approach, in which
the robots themselves are merely the visible component of a network which integrates envi-
ronmental sensor systems, central planning servers, cloud-based knowledge resources, and
human users and supervisors. This framework has been successfully used by our research
group (Fig. 7.1 (a)) and in collaboration with others (Fig. 7.1 (b)) in several field deploy-
ments. While similar systems have been developed for multi-robot task management, this is
the first time this approach is being demonstrated in the domain of social robots.

In this paper, we will present our framework in the context of tasks such as guiding
customers in a shopping mall. Our intention, however, is to share a general approach which
can be useful in service robot deployment scenarios like those explored by other groups,
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Figure 7.1: Example scenes using our Network Robot System framework. (a) helping a
customer with shopping, (b) collaboration between heterogeneous robots.

e.g. trash collection [106], pedestrian guidance [46], and assisting people in hospitals [115],
supermarkets [174], and offices [169].

As this framework involves many technical components, we will often refer to publica-
tions which present those subsystems in greater depth.

7.2 Related Work

7.2.1 Social Robots in the Field

Robots developed for HRI in public spaces, such as museum guides [15, 172] and shopping
assistants [60] have addressed navigational and perceptual problems such as people-tracking
and localization in public spaces. Other research, like Snackbot, has focused on elements
such as dialog content and social appropriateness [93]. Robots have also been placed in busy
public spaces to investigate social acceptance of robots [184, 88]. These are examples of
the types of robot services that our proposed framework aims to support in a modular and
scalable way.

7.2.2 Ambient Intelligence

To augment on-board sensing, we often use “ambient intelligence” (AI) systems embedded
in the environment. Laser range finders (LRFs) located in an environment can help a robot
to find and approach pedestrians from a distance [81]. Environmental sensors have also
been used with mobile robots to cover large areas for surveillance [137]. The PEIS Ecology
(“Physically Embedded Intelligent Systems”) project explored an architecture for integrating
robots with various sensors and actuators in a smart-home environment [135]. As such sys-
tems can greatly aid robot perception and recognition, our proposed framework emphasizes
integration with AI systems.
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7.2.3 Multiple-robot coordination
Other research has addressed networked robots in traditional, non-social robot scenarios.
Some architectures address decentralized cooperative behavior of swarm robots [126]. Other
studies have focused on coordinating multiple robots, such as control of coverage [76] and
formation [180, 111], and efficient exploration [64]. Centralized control approaches have
also been taken, particularly when delegating heavy computation from mobile robots to
servers [77].

While these approaches can produce simple behaviors such as shape formation, social
robot applications require more complex behaviors than these frameworks can provide.

7.2.4 Networked Social Robot Systems
Multiple-robot networks have also been developed for HRI. The Expo.02 work of Siegwart et
al. was one example, where robots shared their locations and some actions were coordinated
to control the flow of visitors [159]. The DustBot project was also designed to support mul-
tiple robot types, and it included communication with beacons [37]. However, these works
involved little or no coordination among robots, and did not propose a general framework
that could address various methods of coordination. By contrast, we are proposing a general
framework, handling communication, robot coordination, and ways to define and allocate
services between a central server and individual robots.

Many studies have addressed task allocation and coordination, summarized in [47], where
often the goal is task allocation for a large number of robots and a primary concern is effi-
ciency in allocation given utility of tasks. Our NRS’s task allocation is relatively simple
from an algorithmic point of view, but it addresses many practical considerations required
for allocating social robots to provide services to human users. Hence, our work provides a
successful example of how we can instantiate such theoretical ideas in a very concrete way.

7.3 Scenarios and Design Requirements
To provide a context for understanding the functionality of our framework, we will present
three simplified robot service scenarios that we have actually implemented and demon-
strated. These were chosen to showcase typical functionalities used in many of our field
trials. Throughout the paper, we will refer back to these scenarios to place the system ele-
ments in context.

7.3.1 Scenario I: Multi-robot Coordination
In this scenario, a customer at the mall entrance uses his mobile phone to request a robot
to provide information about the shopping mall, while a nearby customer requests a robot
to carry his bags (Fig. 7.2). A central server assigns robots to these tasks based on their
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locations and capabilities, and plans coordinated paths for them to approach the customers.
A humanoid robot approaches the first customer to offer information, and a robotic shopping
cart approaches the other one, offering to carry his baggage.

This scenario demonstrates the necessity of service allocation based on robot capabilities
and coordinated path planning between robots.

Figure 7.2: Coordinating multiple robots: (a) Different services are requested, (b) Each robot
engages in conversation with a customer.

7.3.2 Scenario II: Context-Aware Service
The next scenario illustrates an example wherein robots proactively provide services to peo-
ple based on their situational context, rather than responding to explicit requests. Near a large
intersection in a shopping center, a robot is waiting to offer route guidance to customers. A
woman stops in front of a map of the mall (Fig. 7.3 (a)). While looking at the map, she is
approached and offered help by the robot: “Are you looking for a particular shop?” (Fig. 7.3
(b)). The robot then answers any of her questions by giving directions or accompanying her
to a destination. This scenario illustrates the need to recognize and anticipate people’s needs,
and the ability to allocate robot services accordingly.

7.3.3 Scenario III: Personalized Services
The third scenario shows how the NRS enables personalized services to be delivered to
customers. From home, a registered customer uses her mobile phone to request a robot
to help her with shopping and enters her shopping list (Fig. 7.4 (a)). Upon her arrival
at the mall (Fig. 7.4 (b)), a robot comes to greet her and accompanies her through the
supermarket carrying her basket (Fig. 7.4 (c)). Based on their location in the supermarket,
the robot can remind her of items on her shopping list. This scenario illustrates how the
personal information can be used in services. It also shows the need for a means of personal
identification of the service recipient.
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Figure 7.3: An example of context-aware service: (a) The sensing framework detects a
woman stopping in front of a map, then (b) The robot approaches her to offer information.

7.3.4 Design Requirements
The scenarios outlined here have illustrated several important requirements for a NRS frame-
work. Other requirements, e.g. navigational safety and supervision by a remote operator, ap-
ply to all of the scenarios. Table 7.1 summarizes the key requirements which we considered
in the design of our framework.

When we describe the elements of our system, we will refer back to Table 7.1 to show
how those elements help satisfy this set of requirements.

7.4 System Implementation
In the process of preparing several field deployments of robots in commercial and public
spaces, we have developed a network robot system framework that has come to address
these requirements.

The high-level elements of our system are shown in Fig. 7.5. These include a sensing
framework, several information modules, a system for service allocation, a coordination
module for navigational coordination and path planning, and support from a human super-
visor. Table 7.2 summarizes these elements, where the numbers in parentheses correspond
to the requirements presented in Table 7.1.

In this section we will present the general design of each module of our system as well
as specific instances of these modules from our implementations. Requirements from Table
7.1 addressed by a module are designated in parentheses, e.g. (Table 7.1 – N1).

7.4.1 Sensing Framework
For robots to interact with humans, they need to be able to perceive and react to who people
are and what they are doing. A sensing framework embedded in the environment can be
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Category Requirements
Navigation N1. Localization

N2. Safety
N3. Path planning and spatial resource allocation
N4. Socially appropriate motion near people

Conversation C1. Recognition support
C2. Expert knowledge

Anonymous Services A1. Recognize and anticipate people’s behavior
A2. Assign services based on anticipated need

Personalized Services P1. Identify individuals
P2. Enable users to request services
P3. Store customer data

Modularity M1. Coordination of services
M2. Support for multiple types of robots

Safety and Supervision S1. Monitor for and correct recognition errors
S2. Identify and intervene in problem situations
S3. Enable one operator to supervise many robots

Table 7.1: System requirements

used to track people in real time, to assist robot localization, and to anticipate people’s future
behavior.

Robust tracking of people

Tracking the motion of people enables robots to react to a person’s identity and behavior,
and motion data can help infer socially meaningful knowledge such as direction of attention
[51], which can be useful for social interactions.

Sensors embedded in the environment can provide wide-area, high-precision tracking

Figure 7.4: An example of personalized service: (a) requesting a robot from her mobile
phone, (b) detecting the customer’s arrival, and (c) shopping with the customer.
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System Element Functionality
Sensing framework Robust tracking of people (N4)

Recognize and anticipate people’s behavior (A1)
Assist in robot localization (N1)
Identify individuals (P1)

Information modules Store information about robots (M2)
Store information about environments (N2,N3)
Store information about customers (P3)

Path planning and
spatial allocation

Coordinate robot paths to avoid conflicts and deadlock (N3)
Ensure smooth locomotion near people (N4)
Provide paths based on robot type (M2)

Service allocation Coordinate robot services (M1)
Enable users to request services (P2)
Assign services based on anticipated need (A2)

Support from a
human operator

Support for recognition (C1,S1)
Direct control of robot (C2,S2)
Ability to control multiple robots (S3)

Table 7.2: Key system elements and functions. Numbers in parentheses refer to requirements
from Table 7.1

of people (Table 7.1 – N4), which can outperform people-tracking using on-board sensors
in many situations: in crowded or cluttered areas, occlusions and noise can prevent stable
tracking using onboard sensors, and resolution of laser or visual tracking drops off with
distance from the robot. In our experience tracking pedestrians in a shopping mall with an
on-board laser range finder, leg detections become indistinguishable from clutter and sensor
noise beyond about 6 meters from the robot.

Sensors such as laser range finders [51] and video cameras [103] can be deployed to
expand sensing coverage, minimize occlusions, and increase accuracy to track customers’
locations precisely. We have also used Wi-Fi fingerprinting [6] for coarse localization of
specific individuals.

Identifying individuals

Identification of individuals (Table 7.1 – P1) enables personalization of service, as illustrated
in Scenario III, and continuity of service over time or between robots. In our work, we
have used techniques such as RFID [152, 85], visual face recognition [20], and Wi-Fi-based
identification using smartphones for this task. By combining these results with the high-
precision position information available from the position tracking systems, we can locate
known individuals with high precision [122].

In our demonstration of Scenario III, tracking was performed using a laser-based people
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Figure 7.5: Overall architecture of our proposed Network Robot System framework.

tracker (high-precision, but anonymous), together with localization using Wi-Fi fingerprint-
ing (low-precision, but able to identify registered individuals). On arrival at the mall, the
customer’s smartphone automatically connected to the Wi-Fi localization system, which es-
timated her rough location. By associating this location with the laser-based tracking data,
the sensing framework could determine her precise location, enabling the robot to approach
her and offer its service.

Recognizing and anticipating human behavior

Recognition of people’s behavior is important in implementing smooth HRI. In particular,
we are concerned with position and information derived from position, e.g. “walking fast” (a
motion primitive) and “in front of map” (a spatial primitive). In one field trial we deployed
robots to offer shop recommendations to visitors. Based on recognition of people’s behavior,
the robots avoided people who were hurrying and appeared busy, while approaching people
who seemed to be walking slowly and might be open to talking with the robot [151].

Anticipation of human behavior is also important – if slow-moving robots can anticipate
a person’s future behavior, they can start moving early to approach potential customers [139].
The work of [176] has also used anticipation of human behavior to facilitate robot locomotion
in crowds.

The presence of an environmental sensing framework enables us to use human motion
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data observed over long periods of time to generate detailed statistical models describing
human behavior which makes anticipation possible (Table 7.1 – A1). The primitive analyzer
performs anticipation using location-based behavior likelihood models and an individual’s
behavior history over time [81].

In Scenario II, this technique was used to identify that the customer was performing a
“stopping” behavior in front of the map.

Assisting robot localization

Inconsistent localization between robots can cause a number of coordination problems. In the
example shown in Fig. 7.6 (left), robots R1 and R2 have slight localization errors, perceiving
their own poses to be R1’ and R2’. Both robots believe they have identified separate people
in need of help, but they have actually detected the same person, resulting in multiple robots
offering services to the same person, as shown in the photo.

Figure 7.6: Social robot failures that can occur due to localization problems. Left: Exam-
ple of multiple robots approaching the same person. Right: Example of a robot mistaking
another robot for a human and talking to that robot instead of an actual customer.

A similar problem, illustrated in Fig. 7.6 (right) is that one robot could mistake another
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for a pedestrian and try to initiate a social interaction with it. Since our robots are humanoid
in form, they can be mistakenly detected as people by some sensor systems. This has resulted
in robots offering services to each other, as shown in the photo. These two problems were
common in our early field trials.

Absolute localization in relation to known locations is important as well – knowing that
the noodle shop is over there and the toilets are over there is important for a robot giving
directions.

Figure 7.7: Example of an area in a shopping mall where features change from day to day.
Top: photos on two different days. Bottom: laser scan maps of the area on two different
days.

In public spaces such as shopping malls, features used for map-based localization can
change frequently as products and temporary displays are moved, such as the supermarket
entrance shown in Fig. 7.7, where we conducted field experiments during 2009-2010 [78].
In such environments, fixed references in the environment can often provide better estimates
of a robot’s position than the robot can obtain from map-matching. We have often used
our human-tracking sensor systems to assist robots with localization by directly tracking the
robots in the fixed reference frame of the sensors [53]. (Table 7.1 – N1).

7.4.2 Information Modules
Roughly speaking, three categories of information are needed to support a network robot
system.

The Robot Information Module (RIM) includes information about the capabilities of each
robot, which can be used by a central planner for path planning within each robot’s mobility
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constraints and appropriate allocation of robots to perform services. (Table 7.1 – M2). In
Scenario I, the planner used RIM information to allocate robots to services appropriate to
their capabilities, e.g. assigning the cart robot to the baggage-carrying task.

The Environment Information Module (EIM) includes navigation and safety maps of an
environment, to be used for localization and path planning. In our implementation, naviga-
tion maps are generated through offline SLAM using laser scan and odometry data recorded
from robots, and safety zone maps are generated by hand. (Table 7.1 – N2, N3).

The Customer Information Module (CIM) holds personal information about customers
(or other service recipients) and is necessary for applications where personalized services
are to be provided (Table 7.1 - P3). In Scenario III, the customer provides her shopping list
information using her cell phone. This information is stored in the CIM alongside her name
and known device ID.

A summary of the data stored in these information modules is shown in Table 7.3.

7.4.3 Path Planning and Spatial Allocation
The coordination module addresses the needs of path planning and of spatial coordination
between robots, considering traversability constraints which may vary by robot type. Some
discussion of this module can be found in [151].

Information Module Data Provided
Robot Information Module (RIM) Services offered

Navigable terrain types
Maximum clearance
Maximum speed
Ownership

Environment Information Module (EIM) Localization map
Dangerous areas
Traversability map

Customer Information Module (CIM) Customer name
Mobile device ID
Application content
Personalization data

Table 7.3: Information module data summary

Static space management

Multiple robots trying to go through a physically narrow space such as a supermarket aisle
could encounter a deadlock situation (Fig. 7.8). Robots might also compete for spaces based
on application needs, such as several cart robots waiting near the checkout counter to offer to
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Figure 7.8: Deadlocked robots unable to pass each other in a corridor

carry shoppers’ groceries, guide robots trying to occupy the space near a map, or advertising
robots crowding near an entrance.

The coordination module helps to avoid deadlock and negotiate conflicts between robots
for spatial resources (Table 7.1 – N3). When a robot requests use of a limited spatial re-
source, the coordination module will grant permission only if the space is not already in
use.

Dynamic path planning

Robots operating in public spaces should move smoothly among people, avoiding collisions
and strange behaviors like abrupt changes in direction. When information from a wide-area
sensing framework is available, the coordination module can plan paths for the robot that are
socially appropriate in the presence of pedestrians (Table 7.1 – N4).

When robots request paths to their destinations, the coordination module computes an
efficient path appropriate for the service. The server periodically updates these paths, giving
priority to robots with higher-priority services.

Social factors must also be considered in planning robot motion. For example, approach-
ing someone from a frontal direction has been shown to be more psychologically acceptable
than approaching from the side or back [160, 139]. Distance with partners has also been
considered in planning [35]. A robot can also communicate intention through its locomo-



7.4. SYSTEM IMPLEMENTATION 169

tion, as illustrated by the example of “friendly patrolling” [66]. The coordination module
can generate such special paths, based on the robot’s current service task.

In Scenario I, each robot received the location of its assigned customer from the sens-
ing framework and requested a path to that destination from the coordination module. The
coordination module arranged the paths to achieve best efficiency of the robots (Fig. 7.9).
It computed paths for the robots in order of the priority of their services, while avoiding
any potential conflict or collision among the robots, enabling each robot to safely reach its
customer.

Figure 7.9: Paths planned for two robots in this example

Traversability

The path planner uses information from the RIM and the EIM to plan paths for each robot
based on traversability constraints (Table 7.1 – M2). For example, many public spaces have
“detectable warning surface” blocks on the ground with raised bumps to help guide vision-
impaired people, as shown in Fig. 7.10. Some robots can traverse these uneven surfaces,
while others cannot. To address this problem, we create a traversability map for each robot
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type to be stored in the EIM. When a robot cannot safely traverse a region, it is designated
as an “obstacle” zone.

Figure 7.10: Detectable warning surfaces for visually-impaired pedestrians are common in
public spaces in Japan. Some robots cannot safely traverse these surfaces.

Other areas may be physically traversable by robots but particularly dangerous – auto-
matic glass doors are an example of this, as it is difficult for a robot to sense whether the doors
are open and determine when it is safe to pass. We designate these areas as “teleoperation-
only zones” through which robots may only pass if supervised by a remote operator (See
Section 4.6).

Fig. 7.11 shows an example of these zones taken from a shopping mall. The left map
is for a cart robot, and the right map is for a humanoid robot which is taller, less stable,
and unable to traverse uneven surfaces. The corridor going from left to right goes through
automatic doors in the center of the map. The map on the right contains “obstacle” areas
around the automatic doors, where the floor is uneven. The coordination module will not
plan any path through these areas for the humanoid robot. In the map on the left, however,
such obstacle areas do not exist. The planner may thus plan a path for the cart robot that goes
through the center of the map, but the robot will not be allowed to autonomously navigate
through the “teleoperation-only areas” – a human operator must be called to assist the robot
through these areas.

Safety

For robots operating in proximity to people in public spaces, safety is a very serious concern.
While it is most important to avoid harming people, it is also important to avoid damaging
the environment or damaging the robot.

To ensure safety from collisions with people, we use standard collision avoidance al-
gorithms locally on the robots. Currently, we are using the “dynamic window approach”
algorithm [44]. In crowded spaces, global path planning is used to direct the robots along
routes which prevent them from coming too close to people detected by the sensing frame-
work.
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Figure 7.11: Traversability grid maps for each robot type. (Left) Grid maps for cart
robot: blue areas represent obstacles, and yellow areas represent teleoperation-only zones.
(Right) Grid map for Robovie-II: red areas represent obstacles, and yellow areas represent
teleoperation-only zones

Figure 7.12: Dangerous areas in a shopping mall. Left: glass walls. Center: movable tables
and shelves where only legs are visible to ground-level laser range finders. Right: movable
clothing rack where only center pole is visible to laser range finder.
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Additionally, public environments often contain dangerous areas that a robot cannot de-
tect with its sensors. Transparent and reflective objects such as glass doors and mirrors, or
drop-offs such as downward steps, can be difficult or impossible for robots to detect with
laser range finders or cameras. Fig. 7.12 shows some examples of obstacles that are difficult
for robots to detect with ground-level laser range finders (a typical way for robots to detect
obstacles). For safety and planning, maps of these invisible obstacles are provided by the
EIM.

7.4.4 Service Allocation
The service allocator is the central planning mechanism which assigns services to robots
and monitors the execution of those services. It handles service requests, identifies service
opportunities, handles reservations for future services, and coordinates service allocation
across multiple robots by considering the priorities of services and the capabilities and phys-
ical locations of the robots in its allocation algorithm (Table 7.1 - M1).

Services

In our framework, each service to be provided by robots is comprised of several service tasks,
which are execution units managed by the server. The server contains logic determining
which service tasks should be executed, under which conditions, by which types of robots.
Once the server assigns a service task to a robot, the robot itself handles the details of service
task execution, reporting back to the server upon success or failure.

On-demand services For on-demand services, customers need a means to request services
directly from the system, e.g. using a smartphone, or from the robots directly (Table 1 - P2).
In either case, the requests are sent to the service allocator. Service requests can be for
immediate service, as in Scenario I, or reservations for future services, as in Scenario III,
where the customer schedules a shopping trip and reserves a robot to assist her at that time.

Proactive services For proactive services, such as giving directions, recommending shops,
or advertising services, the robots will approach unknown people to offer their services. In
such cases, the service allocator must identify opportunities for providing services, rather
than responding to requests, and allocation logic must be developed to assign robots to ser-
vices based on anticipation of who will need or want the service (Table 7.1 – A2). To do
this, it uses the statistical model of customer behavior provided by the primitive analyzer,
described in Section 4.1.3.

For example, in the case of robots advertising for a shop, the system could be configured
to target customers who are exhibiting “not busy” behavior, in the spatial region in front of
the shop. In the Scenario II example, the target behavior was “stopping” in the spatial region
in front of the map.
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Figure 7.13: Basic flow of service task allocation

The model of global behaviors can be used to predict customers who are likely to perform
this behavior in this area several seconds before they arrive, which gives the system time to
allocate a robot and for that robot to move into the appropriate area. The robot is then sent
to approach the person and give information about the shop.

Service allocator

Figure 7.13 shows the basic flow of service task allocation in the service allocator. The allo-
cation logic depends on the specific needs of the service [152]. For instance, a time-critical
application would require a robot that is immediately available, but a proactive service would
need a robot that could effectively initiate interaction with a customer, e.g. able to approach
from a frontal direction even if it required more time [139].

Thus, we designed the framework to enable developers to create their own algorithms
for determining when a service should be performed. These are stored in the form of service
modules within the service allocator. The service allocator uses the rules stored in its service
modules to decide the allocation of available robots.

Concretely, the service allocator holds information about all available services in a list.
For each service, it stores 1) the name of the service, 2) its priority, and 3) a link to a service
module that handles the initiation of the service. For proactive services, the service allocator
periodically checks the rules of each service module in order of priority, assigning service
tasks to robots when necessary. For on-demand service, it calls the associated service mod-
ule when it receives a request from a user, using the rules stored in that service module to
determine which robot to assign.

To allocate a service to a robot, the service allocator performs a service matching algo-
rithm, shown in Table 7.4. It queries the RIM for a list of all robots capable of providing that
service. Next, the service allocator checks the location and service status (busy or available)
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INPUT : The list of services service_list ordered by decreasing priority, the list of robots
robot_list, and the service allocator service_allocator

FOR each service in service_list DO
IF service is proactive THEN

initiation_rule_is_satisfied = InitiationRuleFromServiceModule(service);
ELSE

IF service is on demand THEN
initiation_rule_is_satisfied = InitiationFromCustomerRequest(service);

END IF
END IF

IF initiation_rule_is_satisfied THEN
robot_capable_list = GetServiceCapableRobotsFromRMI(robot_list, service);
final_robot_list = FilterRobotListByLocationAndStatus(robot_capable list);
selected_robot = RequestRobotForAllocation(final_robot_list, service);

IF selected_robot exists THEN
AssignRobotToService(service_allocator, selected_robot, service);

END IF
END IF

END FOR

Table 7.4: Service matching algorithm

reported by each robot. It provides this list of robots to the service module, which contains
logic to decide whether to ask the service allocator to assign the service to one of the robots
in the list.

Service modules

When called, a service module (contained within the service allocator) performs its own com-
putation, defined by developers. A service module for a proactive service typically uses in-
formation from the sensing framework. For each robot in the given list, it computes whether
initiation of the service using the robot would be beneficial. If so, it requests the service allo-
cator to assign the service to that robot. For example, a service module for an advertisement
application might search for a slowly-walking person, who may be a window-shopper, and
try to find a robot that can approach that person quickly.

A service module for on-demand service typically performs a simple computation check-
ing whether robots are available nearby so the service can be provided in timely manner.
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Service execution

Service tasks are then executed on the individual robots. Once a service is allocated, the
server requests the target robot to perform the first service task, and the robot updates its
status to “busy” so that it will be not considered for other services.

The detailed procedure for each service task is pre-installed in each robot, and the service
task is executed on the robot side, often using information from the server to provide the
service, e.g. the location of a person to approach, or the name of a registered user. The
robot notifies the service allocator upon completion of each service task, and new service
tasks required for the service are assigned until the entire service is complete, and the robot
updates its status to “idle”.

Usage examples

Figure 7.14: Data flow for coordinating multiple robots

In this section, we will describe the service allocation process for the three scenarios
presented in Section 7.4.4.

In Scenario I, illustrated in Fig. 7.14, two customers requested different services, and so
each request was handled by the corresponding service module. The request from the first
customer was handled by the “information” service module. From the list of robots able to
provide the “information” service (provided by the RIM), the service allocator selected the
robot closest to that customer to perform the service, and the coordination module planned
an appropriate path for each robot.
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The request from the second customer was handled by the “baggage-carrying” service
module, which likewise selected the nearest robot with appropriate capabilities. The service
allocator then assigned the cart robot to provide service for the second customer.

In Scenario II, the “route guidance” service module contained logic designating the space
in front of the map as an area where “stopped” people would be likely to need the route
guidance service. Thus, when the primitive analyzer reported a customer “stopping” at that
location, the service module selected a robot for the “route guidance” service based on its
capabilities and position to approach the customer and offer its service.

In Scenario III, the customer reserved a robot for a future shopping trip. Slightly before
the appointed time, the service allocator assigned a robot to the “shopping support” ser-
vice, beginning with a “wait for customer” service task. When the sensor network detected
the customer’s arrival, the service allocator assigned the robot its next task, “approach cus-
tomer,” to begin its service.

Figure 7.15: Operator using a teleoperation console to supervise four robots.

7.4.5 Support From a Human Operator
While robots today have greater capabilities for sensor recognition, dynamic planning, error
detection, and error recovery than ever before, they are still far from ready to be deployed
autonomously alongside humans in unstructured, public environments. For the foreseeable
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future, we expect that there will always be a human supervisor present behind the scenes to
monitor and assist robots at some level.

In our system, supervisors typically use an interface such as that shown in Fig. 7.15 to
assist the robot’s recognition of sensor inputs, e.g. speech recognition or person identification
(Table 7.1 – C1), and to monitor for and correct sensing errors, e.g. identifying dangerous
situations or correcting localization (Table 7.1 – S1). The robot performs its own speech,
gesture, and motion planning autonomously, and the role of the human is only to provide
occasional sensor inputs.

In rare cases, an operator will need to control the robot directly to handle “uncovered”
situations, such as an unexpected question from a customer (Table 7.1 – C2), or replanning
the robot’s path to avoid unmodeled obstacles (Table 7.1 – S2). In these cases, the robot
cannot respond autonomously, so the human controls the robot directly.

Finally, some mechanism is needed to enable one operator to manage multiple robots
(Table 7.1 – S3). Techniques such as proactive timing control (Glas et al., 2012) and conver-
sation fillers (Shiwa et al., 2009) can help improve performance of semi-autonomous robot
teams in social interactions. These and other issues regarding supervisory teleoperation of
multiple social robots are discussed in more depth in (Glas et al., 2012).

7.5 Field Evaluation: Deployment in a Shopping Mall
Finally, to demonstrate the effectiveness of our NRS approach in enabling social robot ap-
plications in the field, we deployed four robots to provide services in a shopping mall.

7.5.1 Field Environment
The evaluation was conducted in the section of a shopping mall shown in Figure 16. We
set up a laser-based human tracking system in a high-traffic area near the entrance of the
shopping mall, to identify pedestrians for the robots to approach, and to assist in localization
of the robots.

The experiment was performed over a span of 3.5 hours on a Saturday afternoon in April.
The day was not crowded, but the flow of pedestrians was steady. Fig. 7.17 shows scenes
from the field trial.

7.5.2 Robot Services
For this evaluation, we implemented both proactive and on-demand robot services to demon-
strate the flexibility of our framework.

Two kinds of robots were deployed: two Robovie 2 humanoid robots and two cart robots,
shown in Fig. 7.17. The humanoid robots provided conversation-based services: for adults,
the robots gave directions to locations in the mall, and for children, the robots performed
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Figure 7.16: Map of the shopping mall where we conducted our field trial.
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entertaining play behaviors such as “rock, paper, scissors” and a guessing game. The cart
robots provided an on-demand baggage-carrying service, carrying a customer’s bags to var-
ious destinations in the mall.

The state transition diagram in Fig. 7.18 shows how these services were implemented in
terms of “service tasks” assigned by the service allocator.

Figure 7.17: Scenes from our field trial. Top: A participant interacting with a cart robot.
Bottom: Shopping mall customers interacting with Robovie.

Anonymous service without sensor network support

One of the two humanoid robots (the “patrolling robot”) was placed in the shopping area
and set to patrol along a fixed route, relying only on its on-board sensors for localization
and human detection. This condition was chosen to illustrate the flexibility of the NRS
framework – not all service areas can be covered by sensor systems, but the other functions
of the framework can still be used in these areas.

For this service, the central server provided path planning, and the human operator as-
sisted the robot with localization and speech recognition, but service allocation was handled
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locally – when a customer stopped in front of the robot, it detected them and offered its
services, reporting updates in its service state to the service allocator.

Context-aware service using the sensor network

The other humanoid robot (the “approaching robot”) was placed in the entrance area covered
by the human tracking system. Based on the information from this sensor network, the robot
was assigned to actively approach customers to offer its services.

The primitive analyzer was used to predict which customers would be good approach
candidates. The coordination module then calculated an approach path for the robot. The
human operator assisted with speech recognition and localization support, and the robot was
also able to use the sensor network to assist in localization and tracking people.

Personalized service: Baggage-carrying robots

Two non-humanoid cart robots, shown in Figure 7.17 (top), were also deployed. These robots
were equipped with a camera, speaker, and microphone, for simple conversational interac-
tions. They provided a baggage-carrying service to registered customers who requested the
service from their mobile devices.

Baggage-Carrying Robots
Number of interactions 30
Total distance traveled 3564 m
Participants reporting positive impressions 73%

Conversational Robots
Number of interactions 27
Participants reporting positive impressions 68%

Sensor network
Anonymous people tracked 431
Registered ID’s detected 15

Table 7.5: Summary of results from the field trial.

The coordination module computed paths for the robots to requested destinations around
the shopping mall, using safety and traversability maps from the EIM, and it dynamically
allocated standby locations for the carts, for idle times between customer requests.

The CIM provided photos for the operator to use in confirming the identity of the cus-
tomer, and it provided the person’s name so that the robot could greet the customer person-
ally.
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Figure 7.18: State transitions for service tasks in our field trial.

The sensor network provided identification and coarse localization for the customer car-
rying the smartphone, and forwarded the customer’s requests to the service allocator.

The human supervisor assisted the robots with speech recognition, localization, occa-
sional obstacle avoidance, and confirming the identity of the registered customers.

7.5.3 Procedure

Proactive services

The humanoid robots approached and interacted with real customers in the shopping mall.
After each interaction finished, a member of our laboratory briefly interviewed the customer
to learn their impression of the robot and the quality of its service.

Personalized services

Since use of the personalized cart service required registration in the system and installation
of a mobile application, it was impractical for us to test the service with general customers
for a short-term deployment. Instead, we hired 15 participants to interact with the robots and
give us their opinions of the service. Participants were native Japanese speakers recruited
through an online service, 8 male and 7 female, average age 25.3 years, s.d.14.2 years, paid
1000 yen per hour. Six had previously interacted with robots.

Each participant was instructed to use the cart’s services twice, requesting a different
destination each time, placing their baggage on the cart, and walking with it to the destination
as if they were really using the service while shopping. After the participants had completed
this task, they were interviewed to learn their impressions of the robot and the quality of its
service.
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7.5.4 Allocation of Functionality

To provide these services, functionality was distributed between the robot system, the NRS
servers, and the human operator.

Server Tasks

The Service Allocator assigned services to robots. For the cart robots, this was done based
on information from the participants’ mobile devices, and for the humanoids it was done
based on detection of people, either by the environmental sensor system in the case of the
approaching robot, or by the on-board detection system in the case of the patrolling robot.

The Coordination Module computed paths for all robots, based on destination requests
from the baggage-carrying robots, or based on human positions for the approaching robot. It
sent a fixed path to the patrolling robot.

Robot Tasks

The robots executed on-board logic for carrying out the services assigned to them. The
contents of these services were designed as conditional flowcharts, using the “Interaction
Composer” software presented in (Glas, Satake, Kanda & Hagita, 2011). When a path was
needed or a service phase was completed, the robot would notify the central servers.

The robots also performed on-board sensing to detect nearby people and obstacles. For
the patrolling robot, when a person was detected, the robot sent a request to the Service
Allocator to begin providing a service to that person. For the other robots, the detection of a
person was used in on-board processing for service execution.

Operator Tasks

The tasks of the human operator were as follows:

Confirm the identities of customers. For the cart robots, the operator matched a photo of
the customer to the video feed from the robot’s camera, to guarantee proper user identifica-
tion for personalized services.

Perform manual speech recognition. At each point where the robot’s internal behavior
flow expected a speech input, the operator was presented with a list of valid candidates
(e.g. “yes” and “no”), and the operator would listen to the audio stream from the robot’s
microphone and click the button corresponding to what was said.
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Select guide destinations from a map. When the humanoid robots offered directions to
locations, the operator would listen to the requested location and click the appropriate spot
on a map. We have found this interface to be more effective than selection from a list, which
is used for other speech recognition tasks.

Correct the robot’s localization. The operator periodically corrected the robot’s position
on a map if the robot was improperly localized.

Assist the robot in obstacle avoidance. The operator sometimes manually controlled the
robot’s locomotion for short periods of time if the robot became stuck due to objects in the
environment, such as baggage carts or baby strollers stopped in its path.

Figure 7.19: Example of paths generated for four robots during our field evaluation.

7.5.5 NRS Framework Achievements
Overall, the NRS framework successfully enabled four robots to simultaneously perform
services in a commercial space, taking advantage of centralized planning, sensor networks,
and the availability of a human operator. Various metrics of the system’s performance are
described here and summarized in Table V.

The human-tracking system and primitive analyzer identified 431 trajectories of people
walking through the entrance area over the 3.5-hour span of our experiment – an average
of about two people per minute. The Wi-Fi device tracker successfully identified the par-
ticipants’ mobile devices and successfully received 100% of service requests, enabling the
service allocator to send a robot whenever a customer requested one.
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In response to 30 service requests, two from each of the 15 participants, the service
allocator successfully allocated a cart robot to the customer every time. It also successfully
directed the humanoid robots to initiate 27 interactions with anonymous customers. One
interaction is defined as a complete conversation with a unique customer.

The coordination module successfully guided the cart robots to and from 30 destinations,
traveling a combined total distance of 3564 m. Fig. 7.19 shows an example of the paths
generated for the four robots during our field trial. For the approaching robot, the path
planner provided successful approach paths to talk with 18 people.

7.5.6 Customer Impressions
Of the 42 people who interacted with the robots (27 anonymous shopping mall customers
who freely interacted with the humanoids, and 15 hired participants who interacted with the
carts), we were able to interview 40 about their impressions of the robots. These interviews
were recorded and transcribed, and two independent coders categorized the responses from
the customers. To measure coding consistency, Cohen’s kappa was evaluated for each set
of responses coded, and then the coders were asked to discuss and reach agreement on any
responses they had disagreed upon, to produce a final, consistent data set.

Figure 7.20: Interview results from 25 shopping mall customers who freely interacted with
the humanoid robots.

Humanoid robots

For the 27 anonymous customers who interacted with the humanoid robots, we were able to
interview 25. We asked these customers two questions: (1) what were their impressions of
the robots, and (2) whether they would like to use such robot services if they were available.
Results are shown in Fig. 7.20.



7.5. FIELD EVALUATION: DEPLOYMENT IN A SHOPPING MALL 185

Impressions from their interactions with the robots: A majority of 76.0% (19/25) of
the customers reported positive feelings, including interest, happiness, and amazement. 40%
(10/25) reported negative feelings, which included frustration with the conversational inter-
action, and a comment from one customer that the robot’s appearance was scary. Cohen’s
kappa for this question was 0.83, indicating very good agreement between the coders.

Aside from general positive comments like saying the robot was “fun” or “interesting,”
four customers commented that they liked that the robot made eye contact and followed them
with its gaze. By contrast, two customers gave negative comments that the robot was not
making eye contact with them but was looking somewhere else. These remarks underscore
the importance of gaze control in conversational interactions. Also, one customer specifically
commented on the robot’s approach behavior, saying that the fact that the robot drove up to
him to speak created a friendly feeling.

Five customers reported that the robot’s response speed was too slow, most likely due to
the operator taking a long time for some operation, e.g. finding a shop on the map.

Other negative comments included, “the robot seemed condescending,” “the robot’s ap-
pearance is too angular and scary,” and, “I felt self-conscious while talking to the robot in
front of other people, as if I was talking to myself.” These comments suggest areas where
the robot’s behavior and appearance could be improved for better interactions.

Intention to use this robot service if it is available in the future: An overwhelming
96.0% (24/25) of the customers who interacted with the robot stated that they would like to
use this type of robot service in the future, although some (7/25) said this was contingent
upon improved conversational capability of the robot. Cohen’s kappa was 0.65, indicating
good agreement.

Three customers suggested that the robot would be particularly useful for first-time vis-
itors to the shopping mall, and seven thought that the robot would be particularly fun for
children to talk to. Two suggested that it would be useful for elderly people, although one
of them raised the concern that speech recognition would be particularly difficult for elderly
customers, since they tend to speak in heavy local dialects.

Baggage-carrying robots

For the 15 paid participants who used the cart robots, we asked three questions: (1) what
were their impressions of the robots, (2) whether they would like to use such robot services
if they were available, and (3) how they felt about using the smartphone interface to interact
with the robots. These results are shown in Fig. 7.21.

Impressions from their interactions with the robots: Most participants reported both
positive and negative feelings about the baggage-carrying robot service. In total, 66.7%
(10/15) reported positive feelings (happiness, friendliness, amazement, and approval), and
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86.7% (13/15) reported negative feelings (anxiety, frustration, and difficulty in communi-
cating with the robot). Cohen’s kappa was 0.67, indicating good agreement between the
coders.

Of the negative comments, the most common complaint (6/15) was that the robot’s speed
(0.75 m/s) was too slow. Other complaints were about the robot’s speech itself – three people
said that its pronunciation was strange, and three said that its response was too slow. Two
said that they enjoyed talking with the robot and wished they could have talked with it more
(the cart robots spoke very little, and spent most of their time driving to the destination in
silence).

Figure 7.21: Interview results from 15 hired participants who interacted with the baggage-
carrying cart robots.

We had expected that a personalized service that called the customer by name would get
a positive response, and indeed, three participants did say they were happy that the robot
called them by name; however, another said, “I was a bit embarrassed when the robot said
my name very loudly,” indicating that robot behaviors should be designed carefully not to
make people feel self-conscious if other people might be listening.

Finally, three participants said the conversation seemed mechanical and lacked feeling,
and that the interactions seemed artificial or awkward, e.g. “the cart has no feeling when it
talks, so when it says ‘thank you’ I don’t feel anything.” It is possible that these comments
reflect an effect similar to the findings in [78], where customers were more comfortable with
a humanoid robot than with a cart robot as a shopping companion.

Intention to use this robot service if it is available in the future: The response of the
participants to this question was overwhelmingly positive: 93.3% (14/15) of participants
indicated that they would like to use such a robot in the future, although 33.3% (5/15) said so
only under certain conditions, such as “if the system is improved,” “only when I have heavy
baggage,” and “when I am elderly, but not while I am young.” Many of the participants (5/15)
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said in particular that they thought this service would be useful for elderly people or people
with disabilities. Cohen’s kappa for this question was 0.76, indicating very good agreement.

Feelings about interacting with the robot using their mobile phone: For the cart robots,
we asked an additional question to get feedback on people’s impressions of the mobile phone
interface. In this case, 73.3% (11/15) of participants reported positive feelings, including
ease of use, convenience, and approval. The other 26.7% (4/15) reported negative feelings,
such as frustration with waiting for the robot to arrive after requesting the service, or the
necessity of owning a smartphone to use the service. Cohen’s kappa for this question was
1.0, indicating perfect agreement.

Figure 7.22: Collaboration between Robovie and DustCart, supported by the NRS.

7.5.7 Discussion
Cross-platform collaboration

One strength of our NRS framework is the ability to easily integrate new robots, new sensors,
or new services to the system. Using simple protocols to connect to the planning, coordi-
nation, and localization servers, third-party robots can be integrated easily into the NRS
without deep or complex software integration, enabling collaboration between very different
kinds of robots.

We have conducted collaborative work with the DustCart robot from the EU Dustbot
project (Fig. 7.22), and with Honda’s ASIMO robot (Fig. 7.1). In these demonstrations,
Robovie talked with visitors and initiated a collaborative task, wherein the other robot per-
formed some physical task, e.g. serving a drink or carrying baggage, while Robovie contin-
ued talking to the visitor, offering chatting or verbal instruction.

In each case, only 1-2 weeks of implementation and testing were necessary to integrate
the new robots with the NRS platform and prepare a collaborative robot demonstration. We
have also conducted other NRS demonstrations with robots such as Mitsubishi’s Wakamaru
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and Toshiba’s ApriPoco. A ROS interface component has also been developed for the latest
version of the platform.

Practical considerations

Aside from the target functionalities presented in this paper, our experiences have shown a
number of practical benefits provided by the modular design of the NRS framework.

When robots experience hardware problems – hard drive crashes, electrical failures, etc.,
the modularity of the NRS framework makes it easy to swap a backup robot into the system,
enabling the experiment or demonstration to continue in a nearly seamless way. Rather than
statically specifying services, paths, etc. within individual robots, the NRS dynamically
allocates paths and services, which minimizes the settings or code that need to be modified
when the composition of the robot team changes.

We have even replaced robots with different robot models – in one field trial we had some
hardware problems with a Robovie-R3 robot, and we were able to seamlessly replace it with
a Robovie-R2 (a robot with a very different design) for an important demonstration. This
was possible because differences in hardware components and internal implementations of
gestures and poses are hidden beneath the abstraction layer of “service tasks,” enabling the
different robots to operate interchangeably within the network robot system.

The addition of new sensor types is also facilitated by our modular design. We have de-
veloped several versions of our human-tracking system, e.g. using RGBD sensors. Although
developed by an independent team, these new sensor systems can be seamlessly used with
our robots if they support the data protocols in our NRS framework design. This flexibility
has been extremely helpful in managing the complexity of heterogeneous robot deployments
in multiple environments with different sensor systems.

Finally, the EIM makes it possible to easily switch environments. We often move robots
between our lab and various field trial environments, and the local NRS at each environment
enables the robots to automatically make use of the latest navigation maps and receive path
planning and service allocation for that environment.

7.6 Conclusions
We have presented a framework for a “network robot system,” in which mobile robots, plan-
ning servers, and sensors embedded in an environment are integrated to provide robot ser-
vices to people in social contexts. The requirements for this framework, motivated by our
experiences in several years of field trials, primarily include the need for recognition and
anticipation of people’s behavior, identification of individuals, coordination of services and
navigation paths between robots, and supervision by a human operator.

We presented a field experiment showcasing the capabilities of this framework by provid-
ing services with four robots in a shopping mall, and our results showed that not only was the
technical framework successful in supporting the robot services, but that people who used
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the robots responded in a positive way, with a great majority indicating that they would like
to use services like these in the future. This underscores the worth of conducting research
and field experiments to investigate and develop social robot services in real-world environ-
ments, and we submit that the NRS approach is an effective and practical way to make such
robot deployments a reality.
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Chapter 8

Discussion and Conclusions

8.1 Summary of Achievements
This thesis has explored many aspects of the problem of how to enable the deployment of
social robots in real-world environments. The essential points that have been presented are
as follows:

• The use of external sensors to provide robust, high-precision tracking of people in the
environment to assist robots in navigational interactions.

• Development of empirical models of social behavior in a space, to enable anticipation
of people’s future behavior.

• The use of a human operator to assist a team of robots with difficult recognition prob-
lems and “uncovered situations,” incorporating the “Proactive Timing Control” tech-
nique to ensure smooth operation.

• A study of user interface design to assist an operator’s time perception and to minimize
the risk of unacceptable delays during conversational interactions.

• A modular design framework to enable design and maintenance of interactive robot
service applications by teams of designers and programmers.

• A framework for robot coordination, service allocation, and knowledge sharing to sup-
port the operation of heterogeneous teams of service robots.

All of the elements in this “Network Robot System” framework have been tested through
many field experiments and demonstrations, to provide many different kinds of services
using several different robot platforms.

Many roboticists may disagree with this proposed design. Certainly this approach de-
parts from what some may consider an ideal in robotics: the intelligent, autonomous, self-
contained robot. I would argue that the use of external sensors and planning servers is not so
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different from the use of GPS for automobile navigation, and that the trend of using offboard
sensors will grow, not only for robots, but for human beings in our daily lives as well.

The use of a human operator for recognition support is probably more controversial. The
“Wizard of Oz” technique is seen as a tool which can sometimes be justified for research,
but not as a replacement for autonomy in real robots. While I agree in principle with the idea
that the operator should not be necessary, I feel that the most practical approach is to initially
include an operator in the loop, to enable safe and reliable robot services, and then gradually
work to increase the autonomy of the robots until the operator exists merely as a supervisor
to ensure safety. This achieves the same eventual goal of having fully-autonomous robots,
but my proposed approach should enable robots to be deployed usefully in the world long
before all the necessary technologies are ready.

8.2 Future Directions

One of the strong motivations for this work was the fact that practical deployment of au-
tonomous, standalone social robots is not feasible with today’s technology. How, then, will
the proposed framework evolve as robot technologies become more mature?

8.2.1 Operator’s Role

Perhaps the most significant change may be the role of the operator. As the technology for
speech recognition and robot localization improves, the responsibilities of the operator will
most likely shift towards handling only rare “uncovered” situations and monitoring robots
for safety and quality of service. Such a high-level supervisory operator could potentially
manage large teams of 20 or more robots.

8.2.2 Ambient Intelligence

Several trends will likely affect the direction of the ambient intelligence portions of the NRS.
First, sensors are becoming smaller, cheaper, and more powerful. Second, people-tracking,
computer vision, and object recognition algorithms (and the hardware they run on) are be-
coming faster and more accurate. Third, mobile devices with embedded sensors such as
accelerometers and cameras are becoming more ubiquitous, suggesting the possibility that
at some point pedestrians themselves could be considered a part of a sensor network.

These advances will make it easier to collect human motion data for modeling public
spaces, and vast amounts of data may become easily available in online repositories, enabling
a much more detailed analysis and more accurate prediction of human behavior patterns.

Detection of features aside from position will become possible. By using sensor data to
infer social relationships, identify objects being carried, and perhaps even detect a person’s
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mood, it would be possible to much more accurately target people interested in a service,
and to customize robot services specifically for those individuals.

3D mapping is another area in which great strides are currently being made. In the near
future it is likely that the robots themselves will be able to collaboratively maintain dynamic
three-dimensional maps of public spaces in a robust way, perhaps eliminating any need to
rely on environmental sensor networks or the assistance of an operator for localization.

8.2.3 Network Reliability
One of the weakest links in a Networked Robot System is the network itself - in our field
trials in shopping mall environments, this was a major source of problems and system fail-
ures. Major sources of interference came from microwave ovens, from nearby electronics
stores, and from groups of children playing with wirelessly networked handheld video game
consoles.

Doubtless, as wireless devices become more ubiquitous in our daily life, higher-bandwidth
and more robust connectivity technologies will become available. However, it might be pru-
dent for commercial NRS deployments to enable backup frequencies in case of network in-
terference, as well as explicitly considering the possibility of connectivity loss in the design
of the robots and their service applications.

8.2.4 Central Planning
As the scale of NRS deployments grows, it is interesting to consider how the path planning
and service allocation approaches proposed in Chapter 7 scale to handle large numbers of
robots or large environments.

For a very large scale system, required storage for the information modules would in-
crease, sensor processing would need to be distributed across multiple servers, and some
mechanism would need to be developed for managing large maps (similar to Google Maps
for extremely large service areas). Computation for path planning is based on priority, and so
it should increase linearly with N (the number of robots). Perhaps service allocation would
be heaviest, increasing with the number of idle robots N and the size of the space S, i.e.
order of SN. However, since this computation is simple, one server should be able to handle
a space the size of several buildings.

Thus, the general architecture of the service allocation and coordination modules could
remain essentially the same, despite expansion of service areas and number and variety of
robots.

8.2.5 Application Design
It is hard to imagine how far the basic approach to application design recommended in Chap-
ter 6 will scale. Most likely, the basic flowchart approach will continue to be useful, but in
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conjunction with other techniques such as learning-by-demonstration. Such combinations
could capitalize on the clear readability of functional flow diagrams, while also taking ad-
vantage of the ability to specify subtleties of body movement, positioning, and timing, of
which even a human performing the task might be unaware.

Another possible direction in which the application design approach might evolve is
towards the model of mobile applications, in which independent program developers create
robot services for download from a shared marketplace. These could take the form of entire
service flows or individual behavior modules for inclusion in larger flows.

8.2.6 Cloud Resources
At the time of writing, online data stores such as RoboEarth 1 are already being prepared
to provide cloud-based knowledge support for networked robots. Such resources could be
incorporated into a NRS architecture, providing support for robot tasks such as object recog-
nition or providing updatable procedure scripts.

On the other hand, some knowledge stored in the CIM, RIM, or EIM could be highly
proprietary to the owners of a NRS, whereas other knowledge, such as map data, might
be shareable or even outsourced to external services. Careful consideration will need to be
given to levels of privacy and ownership of information when, for example, one organization
licenses robots to multiple businesses.

Another online resource concept is the idea of “crowdsourcing” - outsourcing tasks to
distributed groups of people on the internet. This is a growing technique which may also be
an interesting option to consider as an alternative to a full-time operator for simple tasks like
speech recognition.

8.3 Conclusion
To conclude, I have presented a Network Robot System approach enabling the deployment
of social robots to provide services in real-world environments. This work has focused on
several critical elements required to enhance the capabilities of the robots, ensure safety and
stability, and coordinate teams of robots.

The contribution of this work lies not only in the theoretical proposal of such a system,
but also, and especially, in the practical demonstration of its implementation and use in real
field trials. Unforeseen difficulties uncovered through these practical experiences, such as
the temporal awareness problem of the operators or the need for robots to anticipate people’s
motion in order to approach them effectively, created the motivation for further studies and
improvements to the system.

I have demonstrated stable implementations of each of the systems presented in this work
through a series of robot demonstrations and long-term deployments in several field environ-

1RoboEarth. http://www.roboearth.org
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ments over a period of 4-6 years. The effectiveness of these systems has been demonstrated
in the field, and the field experiences have contributed to the direction of this research. All of
the systems presented here are still in use as framework for supporting a variety of research
in human-robot interaction.

Thus, this work provides a successful, concrete example of a coherent collection of sys-
tems for human tracking, behavior analysis and anticipation, supervisory teleoperation, in-
teraction design, and robot service coordination, which together enable the practical deploy-
ment of teams of social robots to provide services in real-world environments.
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